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1 A AHBNEFERFERITAIR?

BR—TF, G —BRMENRE—HFEEVSS, —MIVIREIR — L2 T HiSSH
T — BB BN ARG R RIESRT, WERRMLERRZ S AIRMERSTRE £
#ERk, tb40 CB Insights BIBIMLRMEIRE R, B 20% BHIEI AR AN S EEA LM
A, AXEENHBENRFER. BFLEM Al TEMFEVSERBIRAAGREAZE
THLRER, BBMGRUEEEZHEREMS, RITRMERBIINT, BERANLOR
R, THTAR. BEXXEA, BREAHTHITL, BZEHTAEHENHRFIE, MERAR
REENH TAERZE

1 AR AHBEHRZERFEEZSITANR?

BHE ML EEEBAVSEM, il Freelance IMNMIFISERIRT S, SUARIN S BCATRYK
iR, XLEMGEAFR off-by-one H#ix, WMABRER™TE, REARFANHMEZLE T,
BRSNS HRETIIR, MHABMNEMFEEZMLK, BIHEEERAKE
Ko BRITERZLLL, BEIL—IRATE: AFRBRMEAFRE, HBRIAFMSRK
T, P RFLEREHITEE, HEBNERESHSFTHE;, MERERMZEM 1/0 21F,
BERIMERIEL R, XMAAT, ZESITEREERAREKES, tHaEEHRHIRESE
APRIHZR, #& CB Insights #E, MSHFTEHHEIARINRAIERRA 20% 2 30%.

2 =ITEBEESIERY

IO RFN F* = A+ N, XMGEERE, ZNZ2RENETE, AMRXRAEH
mibsE, AEREFENEENTENAE. BrEBEi. RESMRFNFHENMN
8; ARREAFHIHERFENR; NENRNARBMRDEFE; WA App 1T
HEWHREHNK; ZTHEERRSREIE BN, FAERABNESZL, HMFLR
£, ERNEWENERBERZBAMRATE, GEEESSHERACD BE, BT KR,
ERERRNESMES, MeedrRSEICRIEIR.

3 =ZRWSIRKRIFE

RAFEAGREBTIE NNV SIRE, SAHRIES~NNE. FEHFIRS~WNES~, TEHFE
AGAMKEAA G, RENGEETRAE, UEFAMARG, RIgHR~E1T 507 (B[
57, BE30H. REI15H), Af10 HHER, WikaEh 40, XERKGEHER
FiFEAEMEE, LbanTHELE P/S LhEAEBNFIBT SaaS R SENE,
MAREEFE—ENENEERR, MENBREEERASEES, BHIREZEZRANEHM
THAE, RERFHAFE, L Freelance MBAHI, WA 10k, =RS2IM A 2k, Hith
%ﬁw,M%ﬂsm>ﬂ%EN°%ﬂ%ﬁﬁ%ﬁﬁﬁﬁm,ﬁﬁﬁam,EWEﬁﬁw
HIMBENEXEE,
MEREBRDNEEEHMEBRZ. RAEHNEILE. MBFDNER=E, BRI
BN WK FER RIS SEIN £ 118, NEMIIATIMERFIUN, ATAUT Python
3

1| def cash_flow_forecast(revenue, expenses, months):
cash = 10000 # #RMERE, ENBEMEE



for m in range(months): # fEFEMNENA
cash += revenue * 0.8 - expenses #* EAFIERN: BRI& 80% AKX
— HER, BEEEXZH
if cash < 0: # REWE, BNMEEHER
print(f"Month {m+1}: ,Cash depleted!™)
break
return cash #* REIRAMERE

XEAR M E 10000 THis, SREMBARN 80% (FEREMER) HEESZE,
&3Ff months R, HEMENANEBEESH P, XEIVEFFIEI, BEIFUNGRERE,
S840 revenue=5000. expenses=4000. months=12 AI{RENIRXEZL,

4 KRATIAS8mK

R EAM QuickBooks Online Fri8, ©%#F API ERXBIERLE, E&5/NEeI;
Excel 3 Google Sheets @3 AXFRIEMEIZA, LEBENAFIE; Mint 3 YNAB NZH
App FAFHHEEM; GnuCash IEAFENNIEK TR, T2%#k. BLEXHE, A
Python #1 Pandas 734 CSV k&%, FIAiEEREEIEEMATIRERILL; Zapier 7J¥
GitHub commit %k % Z8i2; TurboTax M%E A Freelancer it EHIR,

5 EXXRMS5EHE

—(IZF5REIWRN, ERBREME~E, REWEMSHHEIZETH, SERKAE
ES, MESREHEAEHMR. B—RABRERED, EMA 401(k) f Roth IRA X1t
EH, EY REIFEIMRFIZLTIHG. ERERGERENESHE, IANEHEM
BHciZER; BEIGERIFASHEAR, TERERNERILRZAGRER, REM
BHEMERZICRMERMN,; MERZRSIZFIGT Git WRIDREL. PERERIEE T
App Bk, XREZEEMEERAREHN,

6 FHM51TEhITY

BINETELLE D, WREIEEER igﬁ; TG IEHAEMRAE S, ROE NMKRIEREFEITE 24X
@mEIRE; Al SaaS 16150 MRR BELEMIRAN. CAC RERAE. LTV EFELEMN
BERMRK. 30 RItMAE—BAHENAEFAGR, FZABE—TARER, F=ZAF
SRR, FNEARE B TERAE, HERE (EEBFEE) Nl (USEHZ
%) BEA; Coursera B “Financial Accounting Fundamentals” #%2; X0
Reddit r/personalfinance S1F “BFREMV,

R FEHIEHTF, MR TAEEE )28, NTHEIRAR, ILEISIRIRMNE—K
AFEffR, #ETFIECXSZEHRSE, NRIRIERN Freelance HESMMN, XEE@MHMEIMRH
Eidas. (491200 F)
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BER—T, 2016 £3 B 15 H, AlphaGo M 41 Wb HHM T H REHEBEESHE, B
—Z, NTERMBZIENRL, HERERF LOEETEDIIE, EEBREIRRIREVE
fo, XLEFDEHFETHENE, XRXEFHMMEREMEY, B ZEHREMBHIZOR
5T, REILMMIIINXERNIR B, TRMBRFE. BITEERBFE, ®
NEFEFHUFER, RFE Python &b, LMABAMBERONINIR, NRIMFRES],
BZ%E Khan Academy MIFELIRTE. XERMEMRBHEL, BERNBFEM. Kik
. RIS, BEEKRFNAMRERT R, 8—IHEURBREAMEES|F.

7T ARHENE? (EMRBEEFHE

MEMBERAI LUEMEIENF . ARFHHRLTEINRERES, SARKLIERS,
MR BL T — M HE7T, RBNFEESBE. ATHETRAX—NH: eRREh
MAES, 8MAIARU—ME (RREZRE), BINLREED, AEBIHEREK™
Thitt. NEMREEMS F3) XESY, BIIEFHIERE.,
S5ESENSEFIMEL, BHEMBERA, LM%EVIK Logistic @FBRAEBLMEXR, B
EXNERELMHIENESIESN, ENI2KM, EATEBDDRIARIE. HEMNS
BEZEEE, BIFIBRUERT: LEMRENS, RERINYIE. XNEELEERD
KETRXFHIWE,

ZOAH R L ARRRANKIER, ER—IAIMHEZT: BARE x BINE w IR
M, MERE b, BF z, AEBERE f(2) WHER. ZEEMN (MLP) FEABA
B. ZTREEMREE. MABRBRGHE, REEZEZRIFE, RHES LI,
BN, ERRESD, WHEERTREER Softmax B HRE ARSI,

At aMEMEE 1731 ? BACBIHRIERRNE, BINKMYRMATES, BE—
T MRENEEE, WERAZEERE; @)l SrENEREREN,

8 HMFELM (MBHEIER)

BEE R M AN T ERNNERE, U— M EEMERF, BERAx 2— 1 hE,
WEwREM, E—BitE 0 = ol o+ b1, SA/ERAHER K Sigmoid:
0(z) = o=, 5% all = oz FT—B&M: 22 = wl? . oV 4 b2, HHERF
fA Softmax. ¥F RelU 3E, f(z) = max(0,2), EEBEN, BEHENEL, FH
) A x=[1,2], w1=[[0.5,0.3),[0.4.,0.6]], b1=[0.,0.2], W z1=[0.51+0.32+0.,
0.41+0.62+0.2]=[1.2,1.8], ReLU J& a1=[1.2,1.8]o
RARKEREMNSHLNEE, HFHLE, INEREMKE: L= - ylog(), &
oy RESAFS, $\hat{y}$EFUEE, CETBEHIZNTAN. HFEA, HHi2s
MSE: L=1Y(y—9)?, m®Ew.

RESEERIGZD, FAELEUNGHEEREITBRE. fl, RENRE—R
WEMBER 2L, = 0L . 0wl 00 FE@mEEERE, BETRENSHC
ww-nk, nBFIK, SGD ARMEAHERE, Adam LAHEMEBNLF IX
FRE. BFENESBHENL (Sigmoid HEHRS) SBIF (META), RelU A
SELETER.

TEZA NumPy MBEH— M S HETHRIRE, X RIS NSRRI
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8 MHFEM (MEHWEIERRE)

BRI R mE %,

import numpy as np

def sigmoid(z):
return 1 / (1 + np.exp(-np.clip(z, -250, 250))) # BHIEESH

def sigmoid_derivative(a):

return a * (1 - a)

class SimpleNeuron:
def __init__(self, input_size):
self.W = np.random.randn(input_size, 1) * 0.01 # /I\FEAFIE1L
self.b = np.zeros((1, 1))

def forward(self, X):
self.z = np.dot(X, self.W) + self.b # z = Wx + b
self.a = sigmoid(self.z) # EUE

return self.a

def backward(self, X, y, output, learning_rate=0.01):
m = X.shape[0]
dz = output - y # HHIRE
di = np.dot(X.T, dz) / m # WNEHE
do = np.sum(dz, axis=0, keepdims=True) / m # REEE
self.W -= learning_rate * dW # FFf

self.b -= learning_rate * db

return di, db

# BIER

X = np.array([[2, 2], [3, 4]]) # MNMFEE, 81 2 4
y = np.array([[1], [0]]) * #R&

neuron = SimpleNeuron(2)

output = neuron.forward(X)

print ("FM,: ", output)

dW, db = neuron.backward(X, y, output)

print ("WEME,:", d)

XEABEELEX Sigmoid BIENHESHE, SHATRAGE: o/'(2) =0(2)(1 —0(2)).
SimpleNeuron £/ NENNER X TREEB, FIRGEETELMEAS 2z, BAE
Ha. RAEEITE dz=a-y (ZHE MSEEMB), AT dW =X T *dz/m (F5
E), db M. BFARE TR XNREIBRTTEINE—F: A X (2 #5E 2 1),
% Y. BIAETS output. RAEHSH, B17E, MIBITNMMENERE, BERKR
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REAM. BEZRENR, MLBEIERHD K.

9 MEE-NEHEME (SSEA))

SEEMIFBREEFB. &% NumPy BFitE, Matplotlib 4B, PyTorch Eifbik=121E
(pip install torch torchvision). A1 MNIST FEHFHIEEN], EESE 6 B4k
Elf%, Sk 28x28 REKRE,

HIETAEEXREE: JA—HKEBEET [01] (BRLL255), BTN 784 #RE, ImEEN
One-Hot 4wt5 (40 3 ¥4 [0,0,0,1,0...]) . EERALEREE: WA 784 ->REE 30 »i
10 (Softmax 9%),

B EEFMERTEN, XXEHEL, RAGEEHMINE, PyTorch A autograd
B&iKS, Dataloader #t=ME IR,

TEZTE MNIST 22288 PyTorch i3, XMMIZAIIEEIB. EXER, IFHITME,

import torch

import torch.nn as nn

import torch.optim as optim

from torchvision import datasets, transforms
from torch.utils.data import DatalLoader

import matplotlib.pyplot as plt

# PHEMESTE

transform = transforms.Compose([transforms.ToTensor(), transforms.
< Normalize((0.1307,), (0.3081,))])

train_dataset = datasets.MNIST('data', train=True, download=True,
< transform=transform)

test_dataset = datasets.MNIST('data', train=False, transform=
< transform)

train_loader = DatalLoader(train_dataset, batch_size=64, shuffle=True)

test_loader = DatalLoader(test_dataset, batch_size=1000, shuffle=False)

# BRRIEN
class Net(nn.Module):
def __init__(self):
super(Net, self).__init__Q)
self.fcl = nn.Linear(28%28, 30) #* A 784 — 30
self.fc2 = nn.Linear(30, 10) # 30 — 10 #HH

def forward(self, x):

x.view(-1, 28%28) # B

torch.relu(self.fcl(x)) * RelU BUHE

x = torch.softmax(self.fc2(x), dim=1) # Softmax H=ER

X

X
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9 MEF - THEML (EERANTD)

return x

model = Net()
criterion = nn.CrossEntropylLoss() # X X5, B&IAIE One-Hot
optimizer = optim.Adam(model.parameters(), 1r=0.001) # Adam ffkzs

+ JIZRTEIR
epochs = 5
for epoch in range(epochs):
model.train()
for batch_idx, (data, target) in enumerate(train_loader):
optimizer.zero_grad() # BEEHE
output = model(data) # HiME
loss = criterion(output, target) # sk
loss.backward() # R[A
optimizer.step() # FE¥
print (f'Epoch,{epoch+1}, Loss: {loss.item():.4f}")

# Pl
model.eval()
correct = 0
with torch.no_grad():
for data, target in test_loader:

output = model(data)

pred = output.argmax(dim=1)

correct += pred.eq(target).sum().item()
accuracy = 100. * correct / len(test_loader.dataset)

print(f ' HEMWZE: {accuracy: .2f}%")

REBRIEMBIETFIE: transforms J3—1 MNIST $9{& 0.1307. A% 0.3081, 2=k,
Dataloader #t£ 64 ¥4 shuffle BEHlft. Net #EE4E#E nn.Module, forward B¥ia
A« RelU RiEE. Softmax i (dim=138%5|4E), CrossEntropylLoss NELES
LogSoftmax # NLLLoss, target @E#HIFHZLFE One-Hot, Adam #ANIEEFE
B (self.felweight ). I zero_grad EBIRIERE, forward 18 output, loss
& (EFR — > ylogy), backward itE£5EHE, step E#. 5 > epoch fFiffh:

no_grad Z2AME, argmax ERAMEZE, eq LLRIEHE, HBEEREIX 95% M L,

XML E]E Colab BT, TEEEMN GitHub: https://github.com/example/nn-
from-zero.

TEE AR ERTUNLELG. FSI#L plot loss BE epoch T, HHIAUEL
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10 #HMEIGSHE (KNTEIZAE)

RALMEREBIRFAEREX R, Dropout BN EF#MET (¥ 0.2-0.5), FHLEEME, W0
nn.Dropout(0.2). L2 IEMEINERRE: ik += A ||w||"2, PyTorch # optimizer
F weight_decay=1e-4, #t23—WIiREKERHAN: BN(x) = %’y + 3, mEil
#, nn.BatchNorm1d(30) {#NEial,

BEEGARIMEIER (le-3 #F). Batch Size (32-256). Epochs (10-100). Grid
Search ¥Z4H%, 1B Ray Tune EEi.

Ehin@Eh, SMEeRMAINGERSIRNE, BRIEERE: & val loss b epoch R
ML, RIAENILE/FEIG5E (AREHLEER: MNIST Bf).

¥ EE| CIFAR-10 ¥&E#% (10 3£, 32x32 RGB), FEF 3072 45|\ CNN, {B5%H
MLP St 44215,

11 ERHZENLE (CNN) SFIREET (RERT E)

CNN ERE®KIEIT. HSRERIBKSEPEEEXE: Wt o, = > > k- inputitm jins
B /808, Mibil MaxPool TFR##, RS, LeNet-5 A CNN iR MNIST,
PyTorch Rfilf&iftA Conv2d(1,6,5) = ReLU — MaxPool2d — FC.

FHIERIN RNN B BREVRTS hy = tanh(wphi_1 + weay), BEFEFIBEBSX,
LSTM MNINE: B0 fr = o(welhe—1, 24)), EFMHIRIZ0

Transformer Eaa 5| NEES:  Attention(Q, K, V) = softmax(?/ls—:)‘/, HTItE,
EERORL B, Z& BERT/GPT,

12 SEfFASERE

HEMLRHELIGR: ITEVMIEAARKIRS] (CNN+ArcFace #i%k), NLP BRI
(LSTM+ EEH), HERSHHE MLP Ul EH%E (Wide&Deep 122Y),

EZREF ONNX SHEEZIEE!, TensorFlow Lite M#ahis, Flask E Web API: from
flask import Flask; app.route(’/predict’, methods=["POST’]) ii# model.pre-
dict(json ¥38).

HiFEHET: Goodfellow CREZS]) $£E, Andrew Ng Coursera 3§12, PyTorch X4,

13 4ig

HNTMNEYHE RS, FHaIEREEE. MNIST 2B, iL#I5, 2 CNN Transformer

RIBER. WE, MEEZRBENEZIERE. T—F, B0 Kaggle TREM Titanic £&E

W, ENAMBNEEXE G788, BFLE, S OALEERA Al Kig! EIlja:
% PhD, S2RRREIEIC
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14 MR

BEERE: §iE 2 = wla 1 +0, RA P = 6'(a )T REBLA: Jupyter Notebook
https://colab.research.google.com/example, #—F#i%E: LeNet I£X. ResNet
Skip Connection, A Colab %##%5, L. Epoch —H2¥IBER, BUEREKSIN
e
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15 EEF —AWIENERSFHLRE

13

BR—T 2022 F£12 AN— 1 EERR, Twitter RAME, ARTERM. Kk, X
EESINEHMUNEE, XRBERFEHNN, EMBZAF, BESH Elon Musk 2FF
FEIRMER. REZRMHA? 2HRRAPHNEFREN RN, ERTFAIRUERE,
FIBATE T BUNBSA E(LA#, TEER Knight Capital RZEHNEETL: 2012 F, —&
BAAE#HRSH 4500 HExBEZEEL, RERZRIRER, TERFRARERS RS
BRERS, XEAEERFPERT — P ABRESE: MARERENERMETBAXER,
FIMLMEERIS B AN AT BE R R HEMERT,

AU AR EREBSHE. ETNBREESS, EohERRARNBRSNEN. EFRET
RanaE, EEESRHTIKHEMNER, RHFHRERE, MaYUNEREMRRR
MRS, A3XEMAEESH, HRIEERANAKEE = MEERARNY, CIERTNE
RAIMENIERERERAR, ERATRERANER, HE Al B FERED,

15 IX — AW RS RHARE

20 LM AN, AN ENBENRTFFoIBEHNERER. TRIMITKH

UNIX £4H) syslog #ll, BRABHERIIXMEF, FIMIRZ panic REERHE, X&
AEAXA, LM, D5 grep e Fahffik. A, KIETARERMA, 21999
£F Nagios A, ASINIEMREEMABEIR: AP ENX CPU EHAZEET 80% B4 HE
@, XInEENAFTaEMtEE, BMERFEHSHN, FTENMohSHE, B8
1990 FfX Yahoo RSMEEN, RSPUFEREHHERATIEE, ARARZ LT
JIEREE E N e

BN 2000 F£X, Web 2.0 ‘R THERSMMIHSR, RAEREBIFIEK, TABZE
B, Zabbix 1 Cacti ¥ B T8MRUEE, #F SNMP il MMLEI& ERIENEIE, NF 3
BENEIFY), BESENSE Splunk &1, ERERIIBEATHREERERT. BFRE
MmZ0: HDHERBERHREL, SHAFKNEH. 2012 &, Cory Gregory EEHF IR L AT
MR TI=KZH — BE. BinfEER, BRANEIME T EARB LIRS IARE, XK
REBEMATMA TMhARSHER #iZ, QIEE LK BIERINMIERIE,

2010 =4, FRIMESRFIAEERE. Google B Dapper RFERKRAFH, EETIEX
FIRIT: EEEFFEFENEFHEEE ID, SSMBRSERE, flin—N B ERME
IREBIBEN S RN FE, ZIHtB%, Chrome Tracing TERF TR MHHI, EFH
YiasMEEAI, B OpenTracing MBEHN, Fl 2015 FAREN S HINIBER APl, AWFF
AEBL—ED instrument 53, #07E Java FFRIN0:

Span span = tracer.buildSpan("handleLogin™).start();
try {

/1 5B

span.setTag("user.id", userId);
} finally {

span.finish();

}

XEEARBELET—1EA ThandleLoging BYIEER Span, &EBRF ID 5%, HELRN
triE5ERR. tracer @ OpenTracing I2E3EH, ¥R Span 5X Span xBt, FRER
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o XERRT BHIEREEKIRE, BIIEFE instrument, BRE—HESIET. &M
BRR&ER THRIEEE ), RIAWEIRMNEE, EAHTESHAEHTFER,

16 I7E — AR E R
0%, FMMEN=A LI EBERAL. HUBEH0, L BEMRAE, 8 JSON

BIVERANLETXE, 3 {level:error,service:payment,error:timeout ,request_id:abcl23},

ELK %X 2™ Logstash BT HFEEBHE, Elasticsearch &35|%Ef#, Kibana
IRHAT MUK, RN EH Prometheus (2012 FEEE) 4if, EXRBH
BRE, SI1OMBINEFESREN /metrics HTTP O, BB A EF

5, 30 http_requests_total{code=200,method=GET} 500, PromQL % ifi&
=Kk, FlFEEIRE: rate(http_requests_total{code=~5..}[5m]) /
rate(http_requests_total[5m]) > 0.01, XiFHiTE 5 SN bxx FBIRAELE],
HB 1% WER, RILN, rateQ REUTESIIEE, 272 3HRFRLOIER, SRAT
SLO EXo

BRI, Jaeger # Zipkin 1R 5EAIK, M OpenTelemetry (OTel, 2019 &
CNCF tedl) #i—ingE, ZFZIES B instrument, 1817 Go 1, OTel SDK Bz
8%k HTTP Span:

import "go.opentelemetry.io/otel”

import "go.opentelemetry.io/otel/propagation™

tracer := otel.Tracer("myservice")
ctx, span := tracer.Start(ctx, "processOrder")

defer span.End()

// &3 propagation 3N Header, MREIRSEE
ctx = otel.GetTextMapPropagator(propagation.TraceContext{}).Inject(

< ctx, w.Header())

XE, Start BIE Span, defer End() HRERICR; Inject ¥ traceparent Header
FENHTTP MRz, SRI ETFXfE#E, OTel HigHE. 1815, BiR, B#RTANR. =RE
EBNMEME: Kubernetes @it sidecar 7N Prometheus Jfi#, Service Mesh
Istio BEhiBER mTLS &, & L7 IEFNER %K p99.

Al TR Datadog B&ZEEIE, Grafana Labs 89 Loki (BZE). Tempo (GBER)
M Mimir (1847) MBS —F &, HERSEKEE, AWS X-Ray BrhEER Lambda
BRI, RFESLEESRIA SLO, W0 Netflix EX 99.9% &K <200ms), £ARERNE
R EWMA (B3NS TEY) FAEKME. Haidkai @ FEIRIBIE, SEHIERM
requests{user_id=uniquel23} SHEFMHEMEMNFH, BIRSFEESEEXE:. head-
based REFBIRIEIER, tail-based EF£BMEFRZIER Spano

Netflix 89 Chaos Engineering {£iELEBHENE: AT ENKEONE S X, FBYA
Spinnaker+0Tel MEZLEHRE, Uber I M3 RSB 21615 m, SHES PB 4K
18, BEHE=EME (NF— SSD — S3) iFHipid, XLEXLHMTABEERTENL, EFE
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17 KRR —aINERNEEERR

15

ISR EM, FHBIUR Al ERIA,

17 KK —AUWNERRESRR

Al 5HBF MBS G AT N R TN, AlOps F &% Moogsoft FREKES
SIREAERE, HIMIMIHMEFIRBELIIETFED: b=+ SN h(x), Eep
Sh(X)NBEEKE, BE N #¥\hat{p}SHELIMIRAE, £mM0 Al EEamE, LLM @ GPT X
KT BARES TN [ LAZAIRSIE Top3 BFR2i#? 1, KEMTA PromQL+ BER
a8, BAEERE™ 1.

eBPF IRIHAZEZENEIWNIYE, eBPF #Z2F7E Linux 1% XDP $8FNN%, ##3X socket
=M user-space FiH. 140 Pixie A eBPF iBEr Kubernetes Pod &

SEC("kprobe/sys_connect™)

int kprobe_connect(struct pt_regs *ctx) {
struct sock *sk = (struct sock *)PT_REGS_PARM2(ctx);
uB4 pid_tgid = bpf_get_current_pid_tgid();
bpf_map_update_elem(conn_map, &pid_tgid, &sk->sk_daddr, BPF_ANY);
return 0O;

}

X E% BPF UA37E sys_connect REHil%, 1REXBHR IP EABH map (conn_map),
bpf_get_current_pid_tgid() FREU#HIZE ID., FIFEFNNZ, BINERRSE, £E
BERR Ao Cilium LALLM R SN, T REBSITE: loT &% eBPF-lite
iBEE MQTT jE &,

AR EE R, FEIIIMERRESE, W Parca FUELZIMNERS CPU BBRE, R
b 90% FIERIT, EHIRTHZEMU Kafka Streams BBBRERSEH, OTel I EBIEXYTE
% messaging. kafka.message_ide FEARZ5ES FaaS BEHLHEET A BN, BRAARE
AWS X-Ray MR EELE S DynamoDB K&, Web3 4, Ethereum T isizH
Prometheus #BX Geth #5300 eth_block_number, & The Graph R3|IEHHE,
SCER X BRE AT S

XEFEZM: GDPR ZEREZ PIl HE, aIMNMEHIBRKEESE mTLS MN%, OTel
SEXABIRENTRES, HMOCE Al REEKRN. KX, AIMUERNEIE, B2
RETENEX,

M BEES Al IRohAR, AINUNMRESHELRATIE, {TohER: MER OTel £,
MEFIPART S, 3 Z(REY Grafana {X&R&ED Chaos £, BESEES5BAER
5, AR A RFRENAIERR. 1ES0 Honeycomb BISAA Charity Majors Fi5: ]
N4 B M3 R F AR FN BB AE .1 (Observability is the superpower for unknown
unknowns.)

£#: (Observability Engineering) (Charity Majors Z); Google SRE #&; CNCF
OpenTelemetry X#%; USENIX SREcon S R&. #IERIEFE: 4 90% WEFHKIESE
AR (Lightstep j88F, 2023),
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17

WebGPU fEAN BRI —KER HEEO, HERTLUEWE WebGL B/ R4
WebGL BATEEE+EFHRNT Web iF 3D BFCMARE, BEHET OpenGLES NEE
RS T EREIMMNBE T aRE SR>, HERRAXLERES, W3C GPU for the Web #X
AEET WebGPU B, STERMEERARYE GPU BIEL APl, 2023 &, fE& Chrome
M3 WIERXZHF, WebGPU #HANTEFIRIE, Bal, £E 52890 Chrome Ml Edge B2
EF*ZA, Safari UiRMH TIRESF, M Firefox Nightly ARZSIETERERRE#H, XFhiHm#
BN ER L FEITEE WebGPU MR MR RBEER T AN,

5 WebGL #8tt, WebGPU M AXFITEFHEREKIZITIER, WebGL @i REHNE
12 GPU &&, M WebGPU RAEXHLHBMESHITEE, BETRARSTEETHK
NAHEM. FEEMRZ, WebGPU 5| \T Compute Shader, HH@HITEES, X
b B 28 E R A% T 183 CUDA 3¢ Metal B9F1TiH 8B EES ). EMAEL, WebGPU AL
NESMELE, LEHENK GPU Z249%0 NVIDIA RTX &% Apple M S A £, iz
FHRIEERE,

£ JavaScript EHFEH WebGPU BIEHREMS W, JavaScript fEAHI 2SI 4E
ENEEE, HELREEHRENIRES WebGPU BIFF Promise APl 28 E&, XEK
ERRELEFZIMES, BIAEREN Web £ #EB GPU 1R, BER—T, # A
Compute Shader 7EI 23 SERH MB B RN TR, HiBE Fragment Shader 3
MEWFEGERIE, XERAFERENAT ETHANITENSHMFRI R, BANATS
BIEEFRE 3D ER. LHEGMBMEMTILSRN. MSFIEEIHIE, SRR
MRAENAE, URSEMIENATMUNRZER. XEGETRATRHAKR, EhH
Web RZFEFFEE T #iRM, FINTELLRRE. EINEISSFEURNERE,
AXHBIREAFIRARE. BRAEEFEMNEERACIREPRE—DMNSIILENE
. TILIRE WebGL EF XN GPU 412, HITEZL EHF WebGPU BIFZ MR
B AR, BEAEANERE, S0XBSBHERUTE. aE{TH JavaScript 1€
WG, HHE WGSL e NiE. XERFADFIE, SMEEETRERE/IMES,
EEBNRILBIN PR, BIFNIR, RRNEEEE WebGPU API, EaEIRfFEMREMILZE,
REMBHBEMHNEEE GPU A,

18 WebGPU EHititft:&

WebGPU B9#Z0ZRMELSE GPU Fik&iiZ, XR— 1T EEHITHAERER. HERRKEE

(Fragment Shader) A MERITEEE,; I, i1HEEE®SE (Compute Shader) 1L
FEREL, REBAHTITE. XEXNKREIE GPUDevice, EREFE GPU RIEMAD;
GPUAdapter ftR¥I2 GPU ¥f4+; GPUSwapChain (ME& 3 GPUCanvasContext)
BIERERRY; GPUBuffer BTEMRIMSEIBHITEL R, GPUTexture L IBERIE,
XL RIBIFF Promise HXFARACIE, BMRIARRASARXREEREMG SRR, B
7 WebGL FBRZISZ,

WebGPU MESHITEEZHSHMNER, FIERFEREW requestAdapter()
# requestDevice() #IR[El Promise, &< i@id GPUCommandEncoder #t &4
WBEEREIASI (GPUQueue), XIGITZIF AT MANKRNHESIAE, #
f& JavaScript EEERHWMEE, Fli0, B REEER navigator.gpu.reques-
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tAdapter().then(adapter => adapter.requestDevice()), X2— P HAMNHEXZS
181,

ENNBREAEAE, EEENE navigator.gpu BEEFE, X2 WebGPU ZEFMNEE
&1, EIEEIHF1 Safari # Firefox WERD 21, £EFFIRMERREAF R, MEIRE
WebGL, UTR—MERIIFFNEZ, KITEITHIZEZIE,

async function checkWebGPUSupport() {
if (!navigator.gpu) {
console.error('WebGPU AR#F, i5fFEA Chrome 113+ T Edge'):
return false;
}
const adapter = await navigator.gpu.requestAdapter();
if (ladapter) {
console.error(' TRAM GPU &2 ') ;
return false;
}
const device = await adapter.requestDevice();
console.log('WebGPU #JM81LAETH, IREEE: ', device);
return true;

}

XL ELRENNREETRET navigator.gpu EO, MRAREFENEEREHRE
false, BESIEA requestAdapter() FKEUEACZS, XN WIS A GPU iR, NR
EEBANT, RARGERZE, RKEE requestDevice() BIEBIZESLHI, HITENHER
RAFREL. XMRHMEME WebGPU LAMER, AT EFRENKEY., HEFRZHN
IFiEd, AL fallback Zl Canvas 2D = WebGL, flINfER—M&EERIBIE,

WGSL (WebGPU Shading Language) & WebGPU ME®23I1ES, 5 GLSL #8tt,
CRBTERKMIELIRIT, ¥ Rust M HLSL B&, WGSL #FBEB RS, LEMKF
IR R R, BT GLSL M9S5S EPERR, FiEXRI @binding #1 @group AF4EE
ZRA, KW uniforms MSERMEEEN. BARIEEEIE vec3<f32> RR 3D ME,
mat4x4<f32> R 4x4 5B, LUK @vertex #1 @fragment NO =, FEZE—NME
BHTNS-FEBEGEN, BRITFMMEITELM,

avertex
fn vs_main(abuiltin(vertex_index) vertexIndex: u32) -> abuiltin(
< position) vecd<f32> {
let positions = array<vec2<f32>, 3>(
vec2<f32>(0.0, 0.5),
vec2<f32>(-0.5, -0.5),
vec2<f32>(0.5, -0.5)
DE
return vec4<f32>(positions[vertexIndex], 0.0, 1.0);

}
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19 WebGPU A\i7]: Hello Triangle

19

afragment
fn fs_main() -> alocation(0) vec4<f32> {

return vec4<f32>(1.0, 0.0, 0.0, 1.0); // A&B=RAF
}

TmE®SE vs_main A @builtin(vertex_index) SREXN BTN R RS, THIMEB
ZHX, BEEMBEARIERMEXME, XE—N=A1. REH vecd<f32> &
@builtin(position) BETEIFEI=E], FEEEER fs_main NEREELAE, S MRERE
7t vec4(1,0,0,1), @location(0) fEEmEEMEBIR. XNRFIBTT WGSL BIf&EE%:
AE R array<> MIARERHFFIRKENLT boilerplate X8, 5 GLSL &~[FE, WGSL

SRHIKEIEEE, A T AREAI4IPE,
FLE: EXRBITHEET LRRERE, HEE—HRE WGSL FRBIEREK
W, BTESELE,

19 WebGPU AJ]: Hello Triangle

WebGPU AMERZENIK GPU £ X, XFKiEkces. REMERLE. UTE
MIa L EE, RITERBRERITRIE,

async function initWebGPU(canvas) {

if (!navigator.gpu) throw new Error('WebGPU ARZ#F');

const adapter = await navigator.gpu.requestAdapter({
powerPreference: 'high-performance' // ftfcE1EE GPU

IBF
if (ladapter) throw new Error('J GPU Efdes');

const device = await adapter.requestDevice({

requiredFeatures: [], // AI¥ B 'texture-compression-bc’
requiredLimits: {} // BEXFEH!
s

const context = canvas.getContext( webgpu');
const canvasFormat = navigator.gpu.getPreferredCanvasFormat();
context.configure({
device,
format: canvasFormat,
alphaMode: 'premultiplied' // BEBRAET
DR

return { device, context, canvasFormat };

}
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BEKE navigator.gpu FHIEREHAEIERISS, powerPreference EMfRERRR
GPU. FEEEIEIRE, EATIHHIEMBRHIUGARD Y. KRINEFN webgpu £TFX, #
BB, BEHN bgraBunorm’s configure() #EIZREEN, NEEUEFESR Swap
Chain, XMIAMRERZLDIR, ELEHSHETIHIT.

ETROEBEREL (Render Pipeline), X2 WebGPU Bzl R, BLHETER
8. =mRMERRS.

-~

21

23

N

async function createPipeline(device, canvasFormat, wgslCode) {
const shaderModule = device.createShaderiModule({
code: wgslCode // ETHI=FEH wesL
1

const pipeline = device.createRenderPipeline({
layout: 'auto', // BENESHERE
vertex: {
module: shaderModule,
entryPoint: 'vs_main’
b
fragment: {
module: shaderModule,
entryPoint: 'fs_main’',
targets: [{ format: canvasFormat }]
b
primitive: {
topology: 'triangle-list' // ZfAWHIR
}
DR

return pipeline;

}

createShaderModule 47i¥ WGSL 159 GPU AI#1T#ER, createRenderPipeline 1§
EMRMABAOS, targets LEEERIEIN, primitive BXEFIEILH triangle-list,
TERIIEHAX, XNMELFHN auto’, FHSECHMIBHELAFERM,

EREIFER Render Pass I#X#<, LUTE5EE “Hello Triangle” Demo, Ei1ZES
Lif=

async function renderTriangle(canvas) {
const { device, context, canvasFormat } = await initWebGPU(canvas);
const wgsl = *// L£¥5 wesL X85 °;

const pipeline = await createPipeline(device, canvasFormat, wgsl);

function frame() {

const commandEncoder = device.createCommandEncoder();
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21

23

27

20 BRERKRKR

21

const textureView = context.getCurrentTexture().createView();
const renderPass = commandEncoder.beginRenderPass({
colorAttachments: [{
view: textureView,
clearValue: { r: 0.0, g: 0.0, b: 0.0, a: 1.0 }, // BTHEE
loadOp: 'clear’',
storeOp: 'store’
1]
1D

renderPass.setPipeline(pipeline);
renderPass.draw(3, 1, 0, 0); // 4% 3 MR, 1 DA

renderPass.end();

device.queue.submit([commandEncoder.finish()]);

requestAnimationFrame(frame);

}

frame();

/! f#H: renderTriangle(document.getElementById( ' canvas'));

EmitlZ commandEncoder, 4 renderPass F45E HaiisIEME, clearValue
REERE, draw(3,1,0,0) £ElI— =A% H5l. endPass() Ml queue.submit() 13
5<% GPU BAFl, requestAnimationFrame IREHEF, X4 Demo 7EX RIS 2800
BERIBE=AFTREeER,

JAiXES, Chrome DevTools B9 GPU Inspector Al A MEF A RER, HaEiRz: Bk
EBIAPEIE pipeline, WER; #tEd<T LUK submit() FEA.

BFREK: EHMB2 CodePen, XX WGSL XZE=AFEH®, HRMiEgTE (8

uniform mat4),.

20 BREREA
SOB5RIFER WebGPU BRIER, AFMAEGIKIE, BiolRAEH LERENRE

async function createTextureFromImage(device, imageBitmap) {
const texture = device.createTexture({
size: [imageBitmap.width, imageBitmap.height, 1],
format: 'rgba8unorm’,
usage: GPUTextureUsage.TEXTURE_BINDING | GPUTextureUsage.COPY_DST

s

device.queue.copyExternalImageToTexture(
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3

{ source: imageBitmap 1},

{ texture 1},

[imageBitmap.width, imageBitmap.height]
J:

return texture.createView();

}

createTexture IEER. WXFABZE HESEINEBEN ). copyExternallmageToTex-
ture 8% £f£ ImageBitmap, XZEM PNG/IPG gIEMNEMAR. EEH View AT 45
T,

#EH (Bind Group) &I uniforms f1838, RI&E—1M%EE MVP JERER uniform
buffer,

function createBindGroup(device, pipeline, uniformBuffer, textureView,
< sampler) {
const bindGroupLayout = pipeline.getBindGroupLayout(0);
return device.createBindGroup({
layout: bindGroupLayout,
entries: |
{ binding: 0, resource: { buffer: uniformBuffer } 1},
{ binding: 1, resource: textureView },

{ binding: 2, resource: sampler }

1

entries #AMS WGSL 89 @binding, B8 1M&RBRRESIHE. Sampler & XS IEE
R, W linear & nearest,

r(TorTD) 0

. 0 —— . aspect
3D J= 5| NABVIA IR EERE, B EMErEE A ITE: P = 0 tan(fouv/ 28
0 0

Heb fov AMEF A, n/f BEZFHE @, JavaScript B {F M Float32Array E7E
matdx4<f32>,

YEERIREIN Phong FEHERBE @SR [ = [, K, + [;K4(N-L) + [LK,(R-\)", Heb
MARNRTIFR, BRFFFRER ST,

FERBEMRRBEILEEREITEMR, TERTRE offscreen 8038, BRELRIMIAOFNA
Fragment Shader. 5130, =HEEHA:

afragment
fn fs_blur(a@location(®) inColor: vec4<f32>) -> alocation(B®) vecd<f32>
=
var color = vecd<f32>(0.0);

f~

3
|
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21 HEERIE (Compute Shaders): WebGPU HIZFii 23

let weights = array<f32, 5>(0.227, 0.194, 0.121, 0.054, 0.016);
for (var i = Qu; i < Buj; i++) {
color += textureSample(t_input, s_linear, uv + vec2<f32>(f32(i -
< 2) * pixelSize.x, 0.0)) * weights[i];
}
return color;

}

N

)

X4 shader EXFAMBETR, weights KEEHZ, BIFE Pass (KF + EH) T
MIERM, Bloom £, LRINFELSIEF RS

LHMERBBAFIKEXNR, K F. @I vertex buffer Z{# per-instance #iE,
draw(B, particleCount) £l particleCount 326, 1A 6 TR MEBH.
BFER: SEMSCEEMBHNABERNER, T ERAREIIAE, A matd Tk,

21 tHEE®2E (Compute Shaders) : WebGPU BIZF il

Compute Pipeline 5ERELARE, THEMR/FEME, XFITEEEE. Workgroup
BABABAI, 30 @compute @workgroup_size(8,8) EX 64 &Ik, H1THIT.
2li2 Compute Pipeline:

function createComputePipeline(device, wgslCode) {
const module = device.createShaderModule({ code: wgslCode });
return device.createComputePipeline({
layout: 'auto',
compute: {
module,
entryPoint: 'cs_main’
}
1

EGLEREHED, WKERB, LT WGSL A Sobel BEF1aillif%,

agroup(0) abinding(0®) var inputTex: texture_2d<f32>;
agroup(0) abinding(1l) var outputTex: texture_storage_2d<rgba8unorm,
— write>;

agroup(0) abinding(2) var<uniform> params: Params;

acompute aworkgroup_size(8,8)
fn cs_sobel(abuiltin(global_invocation_id) id: vec3<u32>) {
let coords = vec2<i32>(i32(id.xy));
let x = vec2<f32>(-1.0, 1.0);
let y = vec2<f32>(-1.0, 1.0);
let gx = 0.0, gy = 0.0;
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16

20

IS

for (var i = 0; i < 2; i++) {
for (var j = 0; j < 2; j++) {
let sample = texturelLoad(inputTex, coords + vec2<i32>(i,j), 0).
— rgb;
gx += 32(sample.r + sample.g + sample.b) * x[i] * y[]];
gy += f32(sample.r + sample.g + sample.b) * x[j] * y[i];
}
!
let magnitude = sqrt(gx*gx + gu*gy);
textureStore(outputTex, id.xy, vecd<f32>(magnitude, magnitude,
< magnitude, 1.0));
}

BMNEREME 2x2 {85, T BEHEREHFEE outputTex, dispatchWork-
groups(width/8, height/8) BEIM#,

KL 718490 N-body, A buffer FHEMUBEMERE., EFFIEZE GEMM £ GPU £
JavaScript tREKE .

IR ILER staging buffer: %N %l staging, B mapAsync 3%[E] JS,

async function readComputeResult(device, buffer) {

const staging = device.createBuffer({

size: buffer.size,

usage: GPUBufferUsage.MAP_READ | GPUBufferUsage.COPY_DST
BB
/] TE8S® copy buffer to staging
device.queue.copyBufferToBuffer(buffer, 0, staging, 0, buffer.size);
await staging.mapAsync(GPUMapMode . READ) ;
const data = new Float32Array(staging.getMappedRange());
staging.unmap();
return data;

}

EhFESEE: SEWRE Compute Shader, H#k JS 1EIF vs GPU BYidl,

22 RNV AEMSKLAIE

KR SIEAIMFI A GPU BERB AR T, FR#iE L% GPUBUffer, flkiaHl,
HESESIHIBER TensorFlow.js WebGPU j5if, MobileNet & NEFSHIER GRS,
Compute Shader IRERE.

T &S, 2D Sprite FASIE atlas FLFIL; ¥IES|IZMFAHFEA Compute Shader
& Verlet F393,

BIE N EFE WebRTC #3757 + Fragment Shader i858, LUK Web Audio FFT $3EH

Compute Bz,



23 MEEMSRERKK

25

SNEFI5RIF HTTPS ZPEMMAEXEL: WebGPU tiZREEE WebGL #9 2-5 %, RGBT
GitHub repo =l
BhF L WEKITES Demo, Xtk CPU hRZ FPS,

23 MRS RERLE

AEEEZEE RS buffer: device.destroy(Jo TS MAMER bundle: pipeline.cre-
ateRenderBundleEncoder() MRHIEE Pass,

BT HEE Apple Silicon B9 workgroup X/\BRHY, B&EEIED A uniform =57,
T A% Dawn RMHEFEESLI, Naga #i% WGSL, Spector.js IR MI,

BhFSLE: i1k Hello Triangle 79 60fps 2 E &,

24 EBRFSKRKEE

MBI webgpu-utils &k buffer 8IE, three.js r160+ 2¥f WebGPU E#28. &
B¢ React Three Fiber SSM &R 3D,
AE WebGPU 2.0 5|\ Mesh Shaders #1 Ray Tracing, HERhH% 2SI HIB,

25 HRSRFHE

WebGPU F/El%i28 GPU w2, MERIITE A IRFEEE, LAISKER, MA
WebGPU Discord,

EiR: B B XM https://gpuweb.github.io/gpuweb/, ## 78 https://we-
bgpu.github.io/webgpu-samples/.
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26 2. FUSE EHtiFIiR

27

XHRZRBIRERFRAIHRVZOAS, EARBENRALEE. SRHRNEE,
FEORITEIFER, XERATNEEVERMEENIE, FENMTIREY. BREREE
MomAEEEERH R, FUSE, B Filesystem in Userspace, ARPASXHRSE, T
2005 FH Miklos Szeredi %, EATFHAAETAFLTEIESMXEZRRITE, MLER
ANRIZARED, MR AREET F& .

FUSE Mz OB ETHAFRSEKI, XEREXHIRERERARHERE, BT RZ
BRRIFMMEBNIS, FE, FUSE RMETEEREY, IRPRESMRRFEERE,
BEHEBANZARAEITTEE, XMIZIHFINESTISIFER, WxitEM DevOps HifZo
AXEMA Linux ARE. RABEAURSIHTENLE, &8 EMNEMAIRNF, BFR
NZORI . EARERF). MEEfi, BEERKEBE, EEELE@ER FUSE EIMARIRER
SFHRRNE,

26 2. FUSE EHiti0iR

FUSE MZRMD NBFREX 4 RLEMAZS FUSE ERHEEH D, ARSXHERAZR—TMEE
#i2, ARKFHXHREEZE, MRNERATHTANLE. RIZSH fuse.ko HIRTE
SR, SNARFAEXHEEN, ARERSKIERELEBR#HE, BISKRH FUSE
i, B /dev/fuse IREXHRUETHERBER-MNANG, XMIZITHET NZRS
P =8 gy AR R,

S5REREXMA RSN extd 18LL, FUSE EZMEERILER. FRARXERSTER
Z=IEIETT, ARFEERNZL AP, RE2MSEREMRR, FUSE WEERF=TE, #AR
HCEAR, REMERBAFANREE, REMERBIOFFWAWEIIR, BN LETX)
MAESHEREPE, XLEFEBITRES . FHaEXNUE. AREE. 2. R
EMFEREFF S, HREAREZ FS TAKTEAAMESZ24®, FUSE AR ZEAF
KR REEMERF,

FUSE W ITEREMERFFE, AP HIT fusermount 8% mount a5 <N fuse.ko 3
ERAP#HE. MEfE, AR RIEN open Bl read, % &N FUSEBXRERE
/dev/fuse. FAF#IZMEARMAIEZLE, REMANES, RZEISTHRIREE, Xz
BEM, EBSRIRITSRAFIEBH

27 3. FUSE IR ERETRRIZON A

TEoEfEME, FUSE R T AMNHRAS =IRSHIFELER S, L Relone mount A,
BX#F Google Drive. AWS S3 F /5%, REHEVMIE, AP AIEARMINEIRTEIESR

BAXH, BRL2ETH, XMAXNABETTANENEEESAH, BERTFRER

1R,

BRUMEMKIZRP, FUSE 5 Docker 8 Kubernetes iRE% S, fuse-overlayfs
EX overlay WM TE, REBUNBRIRGENE, RNZHMEXXGRFAN encfs 5
gocryptfs, XETREEAFTEGEBEHIENS, REERNEHERTS, MAREBXA
MZo

FAIAR TEEER) FUSE #&EIMIFIE, fakeroot @it mock XHRFIHIE root IR, H
FUHTREELIIN. REXHRENFTEENXEFEE, & tmpfs 9088, KILRE



28

14

IR B 23R E IR,

ZRAEMSHRIELED, SSHFS A ¥F@Y SSH thiEHZIZER, KIERAIE,
AVFS MIFFEX 0 zip 8% tar EMANER, AR LTERERNRSAEREN, XENA
&Y FUSE EFHZ B ERIE R mRYSRKAEES T

28 4. LFREBIDHT

SSHFS BIZfEAAHHEHENH, REE, FHAMS sshfs userahost:/remote/path
/mnt/sshfs BIRTHEHHITIEE R, MREMKEEBAEFED -0 CacheTimeout=3600
LURLZD stat A, UK -o Compression=no XFHRNHENMBFHE, ZoSEHEEL
SSH i&#%, B FUSE &iF, BEXMHEIEET SSH BB A, Wiz fuse BIRAMIEZA M
B, AP sshfs HIZRITZIZML,

Rclone En& M HEFRREZ RS, FIUFENEN S3 H OneDrive, & rclone
config 813 remote B2 &, #AS rclone mount s3:backup /mnt/cloud --vfs-
cache-mode writes #E#, KITEKBBAE DM, W --log-level DEBUG, #FEHERR
WA fuse IEIN - -attr-timeout 1h EKTHIBEF. Lt mount HSEFEMTIHIE
B#RE, vis BAMEEFEN, BA L.

BENX FUSE X R%KFATTH Python B9 fuse-bindings, LAEE “Hello World” 79
B, oML

import fuse

import os

class HelloFS(fuse.Operation):
def readdir(self, path, fh):
return ['hello.txt']

def open(self, path, flags):

return fuse.FileInfo()

def read(self, path, length, offset, fh):
return b"Hello, FUSE_World!\n"

if __name__ == '__main

fuse.main(['./hellofs', '/mnt/hellofs'], HelloFS())

XEERIEE X HelloFS 24t fuse.Operation, £F readdir iREIHFEASA Thello.txtl,
open REIXHa#H, read REIEEFFFH, fusemain ¥ FUSE =&, EHE
/mnt/hellofs, B17/E, Is /mnt/hellofs ERXH, cat EENAR. ZRHIRTTHARS
EHANG, A BABERS: read MXHEMBE, SEHIEEME: readdir ZEWRE,
read $11T SOL HEXI XA



29 5. MR SRmESLRE

29

29 5. MREC S RERE

FUSE MEEMFMEERTF L TXYIMMBI TS, SHATHRHESR AR KHEMM
mount EBAF, U0 --big_writes I AKENHR/EAR, --direct_io SLidTIHEEE
BAEL, attr_timeout=300 EKEMEEF

libfuse3d Z#FFH I/0 MLELEM, AP HEFTHITRIEIER, ARSI echo1>
/sys/fs/fuse/max_background EIMEEFIKE, #—FTERTS,
2L BB RIES], #% root mount 8 -0 allow_other HEZE fuse.conf
8 user_allow_other, SET A fstat EREHSIT, fusermount -u HEIE,
strace EBERARSE A LIS HIIER,

30 6. FUSE NEIMRIESRELE

FUSE WX ERRETHERKRAZFS, SAHNMBIEEZIS T L TXIRAHEEE. #
MBS S0 eBPF MR ERHT, X virtiofs ERREIMIIAILEER, EERXLEE,
FRHXIER, libfuse3 5INIA API, Z#f Windows 1 mac0S ik, KFKiEHigM
WebAssembly FUSE, SRELXSEBRHEXGRS, =X Al R EENEF.

31 7. &3¢

FUSE & 7T XHRAAZALTER, MAIRZMERAFRSREEN, WFHALXEFMRENR
EE. EXBNMEETTZAMNBTELE, GATANAZRIIRL NI 255,

g mikE AR SSHFS #EHZERR, HETF Python REIFLRBENX FS, Uk G
REHBH S, 2£FREIE FUSE EW https://github.com/libfuse/libfuse. Miklos
Szeredi FIRIBIE, LUMAZXM Documentation/filesystems/fuse.txt,

32 MR

Ubuntu/Debian &% 45/ sudo apt update && sudo apt install fuse3
fuse3-dev python3-fuse. ®HA LA LL: SSHFS &1z E, Rclone &% #,
encfs &M 5.

H—F A% FUSE hiVFEERIZIRR fs/fuse/dev.c, LUK libfuse GitHub € EERH,



