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1 TEEMEES

Git TER—HMEBANTR, EF— T 2ZNRR EMNA] HS—M9E L, NMmEm
FANZMERFIER. XMBRERRATERNEH, CRBRESRNGHIRER, LMBRSE
EEREMEERT . TEMNZOETERHTIRRFS, FOZENXREE,
HELTF merge #1E, TEMNFERBAETRIEHELS. Merge KEIE—MEIMIEH
R, ERAMIZNRMEIE, XEZANMENESHAEIEREERIL. MEENE
feature XML E BHE) BEHETNN, FE—FEBNESL. XMARFIIESTA
AEAHBBRRAE, BEREIRECINERRAE, AEFERTFEREZNS X,

TES merge WEMMELATLUAERA: merge @RETRLATA— Mo RO, METE
MR —F 2 MIMNE IR E FEME E, miERE TARERERE, EEEREENE—%
MERER, XMESTEKPTMBESRLABEE, EEALERS bisect THinH,

AXEMHE Git HFIPEAF, NRFELEREELRH commit. branch # checkout
%, MAUENERM, IR aiFERE Git WEMITER, WIS ZIMIRS %, &
BXLR, BEES Git EANIXE.

XEZEMMEMBIINTF, BERNFILMRE. B&RIG. EEHENRELR, RER
HIRESENEIZIN. BIEREH, (REEETEN2R,

1 TEEMBE

TENTFREAR LRSS INRIMNEREEER TRIB1, RAEZ—EHNLATIE
MO TR, AAEER: Git BARIA TS INHEERLRR, RAERYFoZIRE
BiR3Z TEfZl, YREIBms Y, BiRlFE Treplayl XE4RZZ, &1 replay IiEHEH
F cherry-pick —MEXR, MNREARVEEERFAF R, XM BiE] VSHERTIR
THRBNZEN, BRERSHIVRREHE,
ERNTEGSEFEYTOZTEIBRSY, FAHS git rebase <target>, X&H
YT TEEME target P L. F—TMIEERRERALTE, 8L git rebase -i
AILVRIEIRRFY, LhiNEHIMIRER. XFEMIHREET 90% NFEAFER.
TEIBRPE=MRE: EEHITH, Git RIFIE rebase KEX M, EHERSEER A
REE, FEFHTM, EZRRENW—IT, HEBES. BRXERESEETIZH
i

XEAEF, Base Commit STENEERR, BIBEIrSZHNG; Replay RnEMLN
RIS, Pick ERXREXNTEPHNEIANE, EARFERRE; Squash NG LHEIRR
BHE E—MRERH, EEENNEEMHE.

2 WREH

ERFRFITE, BRUIETRHCE. HITUTHLTETI: git init rebase-demo, A
& cd rebase-demo, & TREIBWIGIEIS, FlWfbit— X echo Initial commit
> README.md # git add ., &G git commit -m Initial commit, XMNEER(E
HFE RN E,

FECERRIEMNILDZLEM: £ main 92 ERMILMREE, W echo Main change
1 >> README.md. git add .. git commit -m Main change 1, EE /LR, A
[E8I%E feature 9% git checkout -b feature, FHEE EHRMIEHERI, W echo



Feature change >> README.md. git commit -m Feature change. ME{RE main
N feature BFTITHR, TERMWELHA LTI R,

NIRFAARL, BE git config --global rebase.autoStash true, XEETLTENR
MEFRREREE, B#RF) stash, #HEFEILAEE Git GUI BFRIMWKHESE, Uk VS
Code B Git Graph ¥ BRIURSZ T,

3 EAXRTERME
3.1 HRTE

BRTEIREMAVIRE, RIZIRTE feature P L, $1T git checkout feature, %A
f& git rebase main, XM SHIRIRIT: BEIRE feature £, MRERT#
B9; SRS rebase main &iF Git ¥ feature BRI M main WITHEHRN A, Git 3
main f feature WS X =, ¥ feature Z/EHIR3ZE— replay El main Tk, NIRRT
MR, feature FXZIE M%) 7 main £, FEREMEHE,

FIHALERZ . TEFI, main fl feature F17; TEG, feature WIRRERETE main K
B, RE feature BRRER, MRRXELMBH, BRNBER. XWEIESEHTE A
feature EIF ZIZIE main &1, REFTEFHE,

3.2 RIBTEIhZ

TEARERLER replay 1B, TESBEIRPXESE, HEIE Git 2INAXT, R
NXHETHRMIFIE «c«< ERFS. BRFPB: L git status, ERET lrebasein

progress] PRI fF; HmEBARG, FhiFREWMH LMD, AR git add . 17
iCEMR; BIE git rebase --continue L T—PMEZS,

SRR {Ri& main & echo foo > file.txt, feature & echo bar >> file.txt,
TERRZ, HIBRXMHEIEER foo\nbar, add H continue, BMNIREHBREERE
%K, BRIFHEHE,

33 FILEZE

WRPRKREF, H git rebase --abort. XNerSHEEN: FIEHFITE, MEZ
rebase FIARIN D IR, ©3E HEAD F1Z&5|. E=MFE rebase K&, —HI#0.
RNV HRRHENMEBRPR, HTERREIRN, KAFERANRNRIRRESET
AR EL.

4 XERTH

4.1 EARIEXE

RERLEET git rebase -i HEAD~3 RIBERIT 3 NMER. XN fiRIE: -1 BAR
Bz, HEAD~3 {5 EMBIFE = MEXTHRIERE. Git R¥HFEER, ETIRERYR,

FRINEA pick. REFERUEE, Git IIESHIT.
HB—ME git rebase -i main, FHFIDLZTEE main 7, BNRERKE. XE&E



5 BREERKIS

feature BIIRZIE RS ENME main,

42 HRBRFHIFE

REATEMNZLERERTHNG L, pick FREHERAE, 2RINAW, BFEERY.
reword RIEEMIERER, MMEEHE, Git SHFEILIREEHEEEHEE, edit EZRIERL
HE, R EHRIIBEEE, AS git rebase --continues

squash Y FIRXGHE L—1, EGE5TEHILMREESHES, ERTEENMEE,

fixup I squash BEFHFIRIER, BEERMAL—, ESIRIVIRER, drop T2
PRIERS, RATHBRREIR,

4.3 SEELEA

BERRIIIRAEE: git rebase -i HEAD~1, ¥ pick 28 reword, REFEEHRIEHEEW
M TFix bugl 28 MEEERWIE bugl, 4842E00],

BHEZMNIMER: git rebase -i HEAD~3, BEMNEN squash, RIBHF[HIMEFHHE
BERME, & Tfeat: HRMAFER,

MHPREEIRIEES: git rebase -i HEAD~4, B#R{TRA drop, RERIZIRRIER.
DEKRIER: £ git reset HEAD~L, ZAIGEH commit 71F, /G git rebase -i
HEAD~n AR

5 BREERI
5.1 TEIERSX

git rebase --onto main featureA featureB # featureB M featureA Z /G912
RTEE| main £o f#%E: --onto main IEEMER, featureA RIRESSD R, featureB
EEMA R, XERATREEMN—IOX ) BIS—1 L, BEZSZMERRA.

5.2 REBRTERX

git rebase --onto new-base old-base ¥ EHFIFZM old-base ZFRITER M AR
new-base, fi#i#: old-base RREBRIZNS R, #iRRX R replay old-base Z/E& 47
XA FIEmITEIRE R B

53 HEEBUIRRIEE

git rebase -i --exec git log --oneline -1 HEAD~5 E& 1 pick F#iTds
%, fRI%: -i XH, --exec IEEENXREFIEIT git log --oneline -1 BEE&HNIE
XX, HEAD~5 SERIAEIE 5 1N LR AI#EEK git commit --amend --author=New
Author HtEXRIEE,



5.4 ZEAHDTHIRIERE

BIFENEHEAHEDZLTE, ENEREHESSEMAREURE. WMRBIHE, £

F git push --force-with-lease, ENEIRERELH, TL£BE.

6 WHRBESHERSGZR

iBZ%] TCannot rebase: already in progress) BREATEKRTEM, FH git rebase
--abort JBIEH --continue #i#, HRFRFIRERXEKXAEERIEM continue, 1&
& git reflog #%IH HEAD # reset 8. TEEHELRIABEEN AL S ZIRE, &
& git reset --hard origin/main, XEXREFELKIRET4RIESS, BCE git config

--global core.editor code --wait fZ:R,

7 RERBRSEREN

TEEFETMADZIEERSE, W feature DX TEFME main, ZILATFE#HEEAH
PEHEHERE, UREAR, ERAT, LEEE feature TEE| main /5 merge, T
BERiRESR: MIADZTE. TRERR. & reflog.

5 Git Flow &%, 7 release BIZE feature; GitHub Flow &1, PR BiZERF& M,

8 RESZEML

HAiTHE: git rebase main FHFILEE main; git rebase --abort AIE; git
rebase --continue 4k4E,

RZEHI: git rebase -i HEAD~n 4RIEBERIL N 4 git rebase -i --autosquash B
EBHRMEE fixupo

=4k: git rebase --onto A B C¥ C M BZEIA; git push --force-with-lease
ZEHIX,

9 SKEERS

#31: BT E, ERFIE8E git checkout feature. git rebase main, WEE git
log --oneline --grapho

%3 2: XKEXEH, 1F feature il 3 /M8, git rebase -i HEAD~3 squash &
[

%3 3: #IEAR, wEEETTEMARHF continue,

43 4 WEHE, B git reflog hE. TEEBEATE GitHub rebase-demo T3k,

10 #ie

THEHXBES: SMHE. TEREE. PROE, 2%, eHNEETTF2HRERES
MihE. THE3S Git LFS 5 Submodules, suiZEIEE, FERALAIEIZ.



RS

11 MR

B T A GitKraken AT E, EFXH: git rebase --help. & WiEI%:
NO-REBASE-OPTION B abort; FAQ mffl: BERERGHR? &, MIEXEH ID.
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12 2. RAG #ZLRIBIFAE

11.1 1.1 RAG AEBE =N

Retrieval-Augmented Generation (RAG) FARETF 2020 FH Facebook Al #f5%
AR, EETEMAABIESEE (LLM) EANREERISHIERM. %4 LLM
GPT &%, BATERRIXAFERILE, BEEFELN, MRESEXLFTFHA
Ao RAG B 5| NIMEPEIRIQ RN, BHEX SR EENTIERETRT, NMEERA
EIARENMN RN, 54 LLM RE, RAG AEHSKIIERSHEMAIR, mE
SMIREFRREMER, XBEReHIEATEEXLNENNTR, AMIETT RAG B9
RBEMBN: EREREUERARING, % T =in AP BERMZRAKH, FENAFFE
EREERERMBIERRE,

112 12 XEBRSHENR

AXHBIREMEEMATF, RHH—ETENAM RAG SEIliER, HEENREREWEE
THRS. HIVSEERIEBRIN. MREE, RBRKHNBMERRESTIE. EaNKREE Al
FRE. AREMBIENFR, XERERIKERE Python HEZEM, BXFRNTHE
REFIER, BEAEX, REEE 1A LF—PIHEIKE RAG Demo, HEBKIR
B LRI EIIES.

11.3 1.3 XELEMER

NEELFE RAG ZORIE, AGESIMIFREE, BERMUTRBABLMSMILEIT,
RERITERNAMAKKES, STEREWNENSHFRT, BT RELF8%.

12 2. RAG D RIBIFHR
12.1 2.1 RAG ZR¥g#iR

RAG 24D = RAHMAMN: RBFAFTMAIREPRRNS ERRBREEH K,
EMBNEFTXER BIEREREFERELEE, MREFAFANEHEEFFAERENL
X, HT/EREEERN: BRPRAERGE, RRSITEEWRAHERET EPLTE
Top-K #AINH, XEEBENEIR ORI TRIRF, £REEFA LLM 40 Llama
REGHBAIES N, XFHHAFRITHRENABHEEAHEE FIRER.

122 2.2 RERAER

RAG HXBETEXEMEWERNSHEREZRN, BEXRA Sentence Transformers
BRI all-MiniLM-L6-v2, %R A @3 Fiilll 4k Transformer w5 88:4F S A BR 59 5
384 #=iEl, ETFEEMBMEITE, MENRAXBENERSIE, 5190 FAISS A HNSW
(Hierarchical Navigable Small World) &AL 44 ZEHBTE], ChromaDB 5%
LanceDB MR HAFEENANFA KA ERIEE, BRIERERIGWER FTXEOD, @3
Rank Fusion f&ZRMRER, BELXBEETINEMS. ERMEBIEAFRE LLM W0
Mistral, Hi#id GGUF 2R ESHERIBIT.



123 2.3 5EMAGZERIILL

#BETF Fine-tuning, RAG EEHEMEMNEXRENREREFIIZ4%, RE plug-and-play FAN
HIRERAEH{ER. 5 In-context Learning #8tb, RAG XIFEIASAMBRIREN,
MmiEZRFEERTKE. RAG WABETEAHRMMST B, BNRERERHETIER
iR, WBERSBHWATERR, N B RAG RIEfS, shFLW: A Hugging Face 4
Demo M ERNABIKE

13 3. AMIFISIEEism
13.1 3.1 BEEES5HRHEX

i RAG #7F NVIDIA RTX 40 &% GPU £t 16GB VRAM, LI # 7B B4 LLM #IE;
RAM =/ 32GB HRAIREME IR ; Python hikzs 310 LA L5E PyTorch 2.0
Transformers 4.30 ARG, &IRECET, CPU-only 33 8GB VRAM GPU thEEis
TEAEE, REREHISENETEE,

13.2 3.2 miDERR

IFEEEM PyTorch 78, HafR CUDA 121 ZFLUINERITE, $1T pip install torch
torchvision torchaudio --index-url https://download.pytorch.org/whl/cul2l
ZHE GPU hRIEZR, REELEHRAMICEE pip install sentence-transformers
faiss-cpu, &H GPU ME# A faiss-gpu LB H GPU I1&, LangChain fEA
orchestration #E%2, & pip install langchain langchain-community 5|AX
HEINEFFER pipeline; MEHIEER pip install chromadb SEIMFFATEE; LLM #
BRH pip install llama-cpp-python, BEX#F GGUF A SHMHBE MR, olik
L% pip install olloma fELIERIEIR,

13.3 3.3 1EEITRH

BN B sentence-transformers/all-MinilM-L6-v2 {£F3{X SOMB, A&
Hugging Face Hub B &1 T #,. LLM % TheBloke/Llama-2-7B-Chat-GGUF
B Q4_K_M E21hr, M Hugging Face TEHEETAMBER; Olama BFRPRE
ollama pull 1lama2 BI®], /N&E: BGIEIRIR, IBE1T python -c import torch;
print(torch.cuda.is_available()) #%& GPU,

14 4. 522 RAG R4

141 41 #EEESMIRERE

BAMBSOEHWERIRE, L PDF Af, A LangChain B PyPDFLoader f##7 X
o TSRS MMM 8RS T2

1| from langchain.document_loaders import PyPDFLoader



17

21

23

14 4.5t BAG RAELKIN

"

from langchain.text_splitter import RecursiveCharacterTextSplitter
from langchain.embeddings import HuggingFaceEmbeddings
from langchain.vectorstores import Chroma

import os

#« B 1. & PDF XA
loader = PyPDFLoader("your_document.pdf")

documents = loader.load()

# LB 2. DHEKEE. RecursiveCharacterTextSplitter RIBENARHE,
< chunk_size=500 FfF, overlap=50 BWHREEEKX
text_splitter = RecursiveCharacterTextSplitter(
chunk_size=500,
chunk_overlap=50,
length_function=len,

)

texts = text_splitter.split_documents(documents)

# HB 3. FIALERNER, all-MinilM-L6-v2 S3ERM 384 #AE
embeddings = HuggingFaceEmbeddings(model_name="sentence-transformers/

< all-MiniLM-L6-v2")

# FIE 4. B Chroma METFf#E, persist_directory REIIMEESLIFAN
vectorstore = Chroma.from_documents(texts, embeddings,
< persist_directory="./chroma_db")

vectorstore.persist()

XEERISZEEEE: PyPDFLoader #2EX PDF X 74 Document X & 7%I%&; Recur-
siveCharacterTextSplitter BAXRIRESR. OF 78, WEED chunk BEE&EX,
BREEKETSSEHEEMS; HuggingFaceEmbeddings B FHHEFRE, Fl
F Transformer gi328itE#R N ; Chroma.from_documents #tE# NFH#E HNSW
T3, ZIFEEMEMEIER, B1TE, ./chroma_db B RENVAREVEIIRE,
PREREXETE: BEXORUTFEEKE, BT tiBRE LT 3OEE M.

142 42 {0ZRELW

RESBITETHHRNGIRE Top-K X1, HAZKERFEBRZBME, LUTA LangChain
SCEL:

# NNEIARIRE

2| vectorstore = Chroma(persist_directory="./chroma_db",

< embedding_function=embeddings)
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20
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# THWE. as_retriever BIE Top-K=4, search_type="similarity"BRIARZ
— BE

retriever = vectorstore.as_retriever(search_kwargs={"k": 4})

query = "RAGLHIRZOVEEEMHA? "
relevant_docs = retriever.get_relevant_documents(query)
for doc in relevant_docs:

print(doc.page_content)

fR3E: Chroma MEIFAKES|, as_retriever & ZHEO, search_kwargs IEIR
[B1 4 MBI chunk, REABIMEENN cosh — A2, BHIENESEBIES,
REKERAIER BM25 RLE, #—FTRAGER, N MiRER, B query MR
Top-K Tk,

14.3 4.3 £pREs&ER

SEMAH LLM, A llama-cpp-python 11 GGUF #2, i%ZE|i% pipeline 30T :

from langchain.llms import LlamaCpp
from langchain.chains import RetrievalQA

from langchain.prompts import PromptTemplate

# S 10 MBEK LLM, n_gpu_layers=-1 2HEHHEF] GPU, n_ctx=2048 ETFXK
— B
11m = LlamaCpp(
model_path="./11lama-2-7b-chat.q4_k_m.gguf",
n_gpu_layers=-1,
n_batch=512,
n_ctx=2048,

verbose=False

# S 2. BEXETERR, BERLTXEN

template = """FERAUTLETFXEIZER#. NRFMEESR, MitARE,

T {context}

@k {question}

El&: "

prompt = PromptTemplate(template=template, input_variables=["context",

— "question"])

# HIE 3. A RetrievalQA #, EEKFREE. =M LLM
ga_chain = RetrievalQA.from_chain_type(

11m=11m,



24

26

28

30
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15 5. MBS BRI

13

chain_type="stuff", # stuff HiE stuffing FIEXEEIET
retriever=retriever,

chain_type_kwargs={"prompt": prompt}

+ &if
result = qga_chain.invoke({"query": "RAG JEIEI/L4I5E? "1)
print(result["result”])

AR LlamaCpp 1% GGUF S #E, n_gpu_layers=-1&KX1 GPU )8,
n_ctx B token FE B, PromptTemplate SN {context} ({&ZXHY) 0
{question}, RetrievalQA BrhiTIeZR-1G58- £ MMAE, chain_type=stuff &gt
BREXENET GEAT/NKE). Olama HERXFEEHE lIm A Ollama 0, HF:
T# GGUF 2%, {728 sE LR PDF,

14.4 4.4 522 Demo I3 B EEE

SEEAR N GitHub B : https://github.com/example/local-rag-demo (FEHI5E#E,
3##& 7 fork B LangChain =)o

15 5. MEEmitSESRIRIG
15.1 5.1 HNERERES

ERNIEEE INT8 ERRERERF 2 &, FIHE torch.quantize_dynamic, &K
HNSW ZE35|454 FAISS GPU, EifFERE 50%. LLM E A Q4_K_M GGUF #&RE S
llama.cpp, VRAM &GARE 70%; Ht4EA vLLM FHIEHA 5 i,

15.2 5.2 hiEfn 5

KWERITEAH Recall@K %2 Top-K B&EZX, MRRIFMEEAEXM, £mMA ROUGE it&
n-gram E%&, BERTScore iBXHEMAE, 5 RAGAS #EZR BrhiliT(d:

from ragas import evaluate

from ragas.metrics import faithfulness, answer_relevancy

# fFIERIBE: questions, answers, contexts, ground_truths
result = evaluate(

dataset,

metrics=[faithfulness, answer_relevancy]

)

print(result)

f#i%. RAGAS HEZEEDE, faithfulness ELIB, answer_relevancy EEMM4E
*M
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15.3 5.3 EIlREHE

OOM BV RN n_ctx RAEREN; TXORAD k RAHIRNER,;, LT CHHSAE
map_reduce SRR, & EENRITNRRILER,

16 6. SEFRRZFAZG!
16.1 6.1 % 6.4 ZFASHE

A FIRER RAG R ERE A ITIRS, KIMEE Q8A, DA AlBIFE S Notion &
4! PDF, IR BHIEETE, KBEKEFRES| GitHub Repo, HBIiARK. HE L,
Streamlit #33& Web Ul:

import streamlit as st

# EER qa_chain, st.chat_input HIKEIH

Docker B bR EIT54E, /& fork Demo, IENRBVEEE,

17 7. Sk ERFRE
17.1 7.1 3 7.3 Bk 5#ass

4A RAG Z18E8%H55, KETXEEMESE, MIREEMKMIZEZRS]. KX Agentic
RAG5INTAVEA, GraphRAG RS IREE, AMZESYT BEG/SM. #E
Llamalndex. Haystack. RAGFlow 4.

18 8. FRE5HRFLE

A RAG IR, PRFASR, BFAE Al Bik, 1750 fork 53, LRMIER. ZREE
[Fi8X Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.
LangChain X#4. Hugging Face Leaderboard. Ollama #1 LM Studio T &,

M5 BRI TE https://github.com/example/local-rag, FiitiEiE 20min, S
1he
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BItRE: MANMZIEARNA, 3% DuckDB fNfAI B AEIELIE

EE: BRAERES / KB HAE: 2024-10-01/ #7%: DuckDB. #ELIE, SQL. #RA
IR, KR

BR—T, RERKEDRIT, FE-—aEBEICALERM, FELEY GB #E TB FiHY
Parquet X, 547550 Pandas FEERFEIFMARS, Spark NFHEEE ZREISEFER
EMHNNERS, XB, DuckDB #=Hitt, ER—MREIERARFIT SOL OLAP ¥
1, ThDMEERME, TFERSE. THEE, BREMHRERNIET, MENTA
BERERITEREN. DuckDB BUZOETHRAEMEIRSIZMZHE NG, 8E651% SIMD
ELMELELIE, HERITABIEFRER LE+TE, eXHEMEERINM Parquet.
CSV #1 Arrow, EEEWXHMERE ETL b2, XEXERHFIRMERANTF, RANRER
DuckDB EEHELAEFEILOMBEMERRN AR HiIeRIESRID, HIEITEIMA
X Python 3 R BF, BSBfIIA DuckDB Bt A #iRRER. A ETL FLES
Dt FETE, HNMEBMAIRFR, — ST BACHEDIELRE,.

19 DuckDB E&IR

DuckDB HIZR#i& it —iR, ©XAHRANER, BEREEEIHEPTIET, TEHRIHN
PR 28#H1E, XERESTHERS, FIEESEICABMETRFIR, HIAEREEH
SHIT5IE, RERETWAAFEMNG, HFAMB SIMD 5% (30 AVX-512) #tEXEREHK
&, XiLE7E OLAP T{Efa# Ttk Pandas 10 % 100 &, FEEY, DuckDB R4
Parquet. CSV. JSON #1 Apache Arrow Z&3(, {ReILAEIZA SOL TEEEXH, M
TERMBEINE, LI, EY BTHOE SQL, ABEOXEL. CTE #1 JSON B{ER, 5
EFfTE ANSI SQL #REFH s 3 2 to

%% DuckDB tREf&EH, £ Python Ifizd, RFEEIT pip install duckdo BIRTEERY
EI¥REY Jupyter Notebook Zfidr, 3F CLI BF, ERRETREFE _HFHHIXXH, —
BTHEEERA, ILRMRE—NMRRLFRA, BRIGIFE—1R A sales.csv A
#, GEITRHIE, H(1H DuckDB ZTHMHBERHEER, H#H5 Pandas 3LhiaE,

import duckdb
import pandas as pd

import time

# DuckDB #if
con = duckdb.connect()
start = time.time()
result = con.execute("""
SELECT DATE_TRUNC('month', order_date) AS month,
SUM(amount) AS total_sales
FROM 'sales.csv’
GROUP BY 1
ORDER BY 1
") . fetchdf()
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20 DuckDB E#iEAERHNZONATR

17

duckdb_time = time.time() - start
print(result)
print (f"DuckDB AYE],: {duckdb_time:.2f}s™)

X EZ X3 & % @ A\ DuckDB # Pandas, # 6l 2 — 1 R 77 #E & 1% 3% con.
DATE_TRUNC('month’, order_date) & SQOLATER ¥, AT EHIBHIEB L5,
SUM(Camount) HESHEER, RADEHHF, X%E2E FROM 'sales.csv', DuckDB
B CSV XM MEFME LK, X#RT Pandas WAEIEE, HIT fetchdf() &
£5R4¥ 7 Pandas DataFrame, EFEERIMK, RIEXHH 1GB, ZEMEEE 1A
5Eh¥, T Pandas kZs (pd.read_csv + groupby) AIREE 10 # Ll L, BREFELASE
¥iE, XBRT DuckDB WEENME: #EEIIXRA TEZRENAE, EEFIK.

20 DuckDB 7R IBRmiZON BT =

ERMEIRIRERS ETL #7329, DuckDB AMENT. BIBAMIMERE Jupyter FLLIE GB
£% CSV ¢ Parquet X, E4TESFil. DuckDB A ¥FFRALE SOL #1784, JOIN
MBEOREITE, LI TPC-H EELUEENF, RigE—1 10GB ¥ orders .parquet #
lineitem.parquet, FHITITEENERGERS T,

result = con.execute("""
SELECT o.supplier_id,
AVG(DATE_PART('day', 1l.shipdate - 1l.receiptdate)) AS
— avg_delay
FROM ‘orders.parquet’ o
JOIN 'lineitem.parquet’ 1 ON o.orderkey = l.orderkey
WHERE 1.shipdate > l.receiptdate
GROUP BY 1
ORDER BY 2 DESC
") . fetchdf()

XE, DuckDB MFIHEFEHIR JOIN RS RA4ES, DATE_PART('day’, ...) HEX
WE, BohFASXER (pruning) BhdEXEIER, #BEL Pandas B9 merge, RFEER
PR 80%, ZIARIEIM D BRIEEIR, XFEESIIL ETL BEMEBIMIZAY HEE SOL.
DuckDB 5 Python/R &SN EEERH#H —FTRAEMNE. BT query().df() K
pl.from_arrow(), BA5S Polars #1 Pandas Ei2{E, EZE&ET Ibis 1EZRIRH4— SOL
O, 25, M S3iEE Parquet H454 Polars SETiE:

import duckdb

import polars as pl

df = duckdb.query("""
SELECT user_id,
AVG(order_value) OVER (PARTITION BY region) AS

— avg_region_value
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7

N

N

FROM 's3://bucket/sales.parquet’
") . pl() # ¥%A Polars DataFrame
features = df.with_columns(pl.col("avg_region_value”).rank("dense™).

< alias("value_rank™))

XEERIBEA HTTPFS 8 (DuckDB RE), Bi%ihia S3; BOKEK AVG OVER iTEX
43918, Polars IHEREHBIER. XFEE TIERILILVSEIBEESHNEL.
HFAMIEEIEL I, DuckDB ZFEFBEIRMY B, HTTPFS AFERNEEMHI S3 5
GCS, Spatial ¥ BAEMIBEIE, FHITATUEZ D Parquet X117 UNION ALL 0
GROUP BY:

XIR

result = con.execute(
SELECT region, SUM(revenue) AS total
FROM read_parquet(['s3://bucket/2023/%.parquet'])
GROUP BY 1

") fetchdf()

read_parquet BEIHITHRE O XX, predicate pushdown iR HHEIEFMHEE,
WMAIRFME, ERMHR, DuckDB &R Kafka 3¢ Redis, fliNm=HEE EHIFE
TR Xo

21  SEFREGISM

IHENMETEEHHEEMBEI X DNIIRZES, B DuckDB NKRH#® I, BRigE—1
10GB B9 orders.parquet, BERFITRIER. A2 IHERE GMV. Top AR RFM
138 (Recency. Frequency. Monetary),

"o

gmv_query =
SELECT DATE_TRUNC('month', order_date) AS month,
SUMCamount) AS gmv
FROM ‘orders.parquet’
GROUP BY 1 ORDER BY 1

"o

"o

top_users =
SELECT user_id, SUM(Camount) AS total_spent,
NTILE(5) OVER (ORDER BY COUNT(*) DESC) AS rfm_f
FROM 'orders.parquet’
GROUP BY 1

"o

con.execute(gmv_query) . fetchdf()

B, GMV &8/ DATE_TRUNC S34A3R#, # 4 10GB XH7E S ARIER, RF
I#E1X 1.5GB. HX, RFM I+tEH NTILE(5) KA FIRIMR 1%, ORDER BY COUNT(x)
DESC 1R Top BF 5. XLt Pandas groupby + quantile BB &, EERIHIER
Matplotlib 42E: gmv_df.plot(x="month", y="gmv'),



N

n

22 BRRISRERKK
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EEHPREG: TB 4% Nginx BELAEBSHREN, #iER JSON H#RXBE, FHITEN
Top IP 1R EI&ME,

"o

anomaly_query =
SELECT ip,
COUNT(*) AS requests,
AVG(request_time) OVER (ORDER BY log_time
ROWS BETWEEN 100 PRECEDING AND CURRENT ROW)
— AS rolling_avg
FROM read_json_auto('logs/*.json")
WHERE request_time > 1.0 -- IEi&XK
GROUP BY ip
HAVING requests > (SELECT AVG(requests) * 3 FROM (SELECT COUNT(*)
< as requests FROM read_json_auto('logs/#*.json') GROUP BY
< window(log_time, '1 hour')))

"o

result = con.execute(anomaly_query).fetchdf()

read_json_auto EEHERT schema, BOAREITEIEE 100 £8RE0TFY, HAVING F
TRBEELN 3 o BE, BN TB RIFERFTIHLR, Xtk Dask BIIERIEAE, DuckDB
BNER, BEZEIR. ERSE Arrow 38 con.arrow(result) 45 scikit-learn jllZk
BEEE,

=R EGFER T L Bl Dashboard, A& Streamlit, SKIMZIREXFEIR: AHEK
{EEE + S3 Parquet,

import streamlit as st
con = duckdb.connect()
query = st.text_area("#IALSQOL", value="""
SELECT * FROM postgres_query('host=1localhost dbname=prod', 'SELECT
< * FROM sales LIMIT 100')
UNION ALL
SELECT * FROM 's3://bucket/reports.parquet’ WHERE date >
— '2024-01-01"
")
if st.button("H1T"):
st.dataframe(con.execute(query).fetchdf())

postgres_query ¥ BIIETIE Postgres, UNION ALL B &=43RB, k™, P8 CREATE
MATERIALIZED VIEW FiitE{IE, Hi&E PRAGVA threads=8 BEA %%,

22 BRRIGE&IELE

MYREM L2 DuckDB HYZRIN, 1&id PRAGMA threads=16; PRAGMA memory_limit='8GB';

EELRUNANEFLR, BERZFERSXAM. LB SOL RERKMIF UDF, B5fErRas



20

T, REOXERANIBIATH, 07E WHERE FigE BHESERE, BBkt x Parquet
17 J@iXBY, EXPLAIN ANALYZE SELECT ... MHZE®IHRIN, BrEE JOIN Frg
FRAN

DuckDB RE&EH % OLTP, #MmitfF Postgres; WF=EXR, AIH MotherDuck B
%, WFEE, &if profile B HAN, 40 1/0 BENREHERUL XK.

23 SHMI AL

Pandas LARJE APl &R, BEAMEEIE LMNENE, M DuckDB ERAFEAIESS
FREE, 214t SOL f&iEt. Polars & Rust SEIEE k1R, DuckDB N LAEASE SOL iE
BN, THRFSIH APl ClickHouse BRKBEE5HIEIE, DuckDB EiEEAMERA
[R8, Spark M HNEES IR K, BRNIRIFEE DuckDB BEHUEEEE,

24 HR5RE

DuckDB UHEZEE. SMEMEEEMN, IREHRTHELIETH, MEHKRE
FEXFEN, EULERESHANHK SOL, IZBLE XA, GitHub RHl€E
lgithub.com/example/duckdb-blog| &FrE 3. B2 %K, DuckDB 1.0 &3&
KRREM, WASM ZHEXIEEE D, BT B ML &K=, DuckDB AEBWHKIA,
M IREIEREZERNIHRLTET,

SERR:

BM: duckdb.org

X#4: https://duckdb.org/docs/

3£3X: DuckDB: RadixJoin + Vectorwise

RNEEAIEEREHA? WL S=!



https://github.com/example/duckdb-blog
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25 A AEEM PostgreSQL?

PostgreSQL fEA—FARNXAEEERE, UHESHTRUEMT BRIEEN, IFERSEH.
JSON R EBMBEXY &', XEFECHERWRNBHRZEM, AT, RIAREFEHE
BR, ATEEGEHBEFTR. ARHATRT, (RAKIBIERMNEBMEZENR
WAL, EEREFER, WA /0 BRI, EERNFIAXETSRARE R X
LERcEETMISAAY. BIRAeNNMK, HaERABERLE 10 fFE 100 &, [
BIREAFRIIGAERL AR 30% LA Lo 30, —MARREERAEMUAIE, OPS MEE
RAEET,

L1k PostgreSQL B LENZME /1T, A EXPLAIN ANALYZE FTRE/KRA,

RENTIER, BPRIENR, HRFEEERRAE, MG EERTEBRIRES, BR
A4, AXEMR DBA. AREREHTIEIN, MEMIZEESRKTS, BT REA

PostgreSQL 14+ AR LERR. BITHENBEIETR, ARRNEE. K3l B,
®igit. BT R, REBdEXEGWE.

26 EiiEs: BiE512TA

EME, BARLTENRREER, BXEE pgBadger, X2— MR ANBEED L
B, 8EM PostgreSOL BEFEMIFMAR HTML 3Re, S3EEH#EM TopN. BiEFNE
M 1/0 #s, B Homebrew RETIEEEE: H1T brew install pgbadger, FAG
i&1T pgbadger postgresql.log -o report.html ENETERIREG. XM oS fERH
EXMH, FIFSNEENRITIE. ZAXBPRMEIRER, EEREE LR,
BT RBH pg_stat_statements B, ENETF PostgreSQL, BEEL %41t
EWRITRIT. BUEE RFBAELIEEFHIT CREATE EXTENSION IF NOT EXISTS
pg_stat_statements;, X1 SQL BASLIE—NRFAME pg_stat_statements,
HpaEFEEN query (FSEHERXA). calls GARXE). total_time (S5HY)
# mean_time (EgFER), ZHXMREI SELECT query, calls, total_time,
mean_time FROM pg_stat_statements ORDER BY total_time DESC LIMIT 10;,
MEERIRFENNEN, REENERRT, EFRiRK.

HFREWRZE, check_postgres.pl — Perl f{izs, Z#F&EE cron iz

17, BEEEY. EFERMETEERS. THHEAEN check_postgres.pl
--action=connection --host=localhost --port=5432, it Nagios EAMK

o, ETERINEERES. Web RE T AU pgHero Ai@id Docker #%&: docker
run -p 3000:3000 -e DATABASE_URL=postgres://user:passahost:5432/db
ankane/pghero, ERMHEEINMNEEITIIATMREMES BN,

HREIZMMMNATES B2 B8 E log_min_duration_statement = 1000 (BE{IZE
), iEREE 1HWIEEIR, AR EIRIEIT EXPLAIN (ANALYZE, BUFFERS)
SELECT * FROM orders WHERE date > '2023-01-01';, XN&H{SFNERITHIN,
EEEPRITEN, MEERFEN. THMEHXIRE (W shared hit=1000 read=500),
BTREETESRAMEKEYL /0 SHISH, IKITXRBIEIREE CPU EAX, /0 B, 8%
F (pg_locks &) FiEEEK (pg_stat_activity).
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23

HERTH AR RS IRESHNL R, postgresql.conf BEKAM. & bloat &
it ZeEiE). EEXFMES /0 B, BidXLETA, RENREZHESR: RERSE. 9
iRl BIEiElR, MMARSRMHER,

27 EESHMNK

BB B#E PostgreSQL HEEHER, LEBRAFHEXIEE. L shared_buffers 4
i, ©i=Hl PostgreSOL FEAMNHEZR AKX A/, HFRENSZAEN 25%. Rig
fRs528%6 16GB 7%, J@% )9 ALTER SYSTEM SET shared_buffers = '4GB';, %A
JE¥9T7 SELECT pg_reload_conf(); EFMBEEMAER. XML EK post-
gresql.auto.conf Xff, pg_reload_conf() KBRS BEH MR E, BE
downtime, &K shared_buffers iR EFGHE, HMAOBER, BIREHEOS
D& 7o

work_mem ZHIBNEHNHIFMEFRRERT, 2 AEBRTFRLL max_connections
BERLL 4, 5190 16GB A77. 100 &E#2A4i% 7 40MB: ALTER SYSTEM SET work_mem
= "4OMB' ;. XNBEHIT AR FH OOM killer ZRIEHE, T/ NNIE K IR HF,
maintenance_work_mem FBF VACUUM #1 CREATE INDEX, #i¥i&7 1GB: ALTER
SYSTEM SET maintenance_work_mem = '1GB';, NNEREIFES,

BESBRBEZME N, checkpoint_timeout BRiA 5 £ %, BIEKE 10 45
ALTER SYSTEM SET checkpoint_timeout = '10min';, BZ& max_wal_size =
4GB’ fl wal_buffers = *64MB’, &/ 4R% fsync A, X3 ALTER SYSTEM SET
max_wal_size = '4GB'; ALTER SYSTEM SET wal_buffers = '64MB'; SELECT
pg_reload_conf(); & WAL &£, FéigsRkERES 1/0 IEE,

EEEE R, max_connections RIA 100 FFFREBH %, 1& 42008

% £ B2 pgbouncer: ALTER SYSTEM SET max_connections = '200';,
effective_cache_size I8N EMW7E 75% 41 "12GB’, {5SMXIRIEELEETH. Au-
tovacuum BLTIA bloat: ALTER SYSTEM SET autovacuum_vacuum_scale_factor
= '0.05"; (BAIA 0.2, MLHEME 5% TF), autovacuum_analyze_scale_factor
= '0.02";, MIRIMEEMHRLEEEETH,

£/ pgtune.leopard.in.ua ETRE4KECE, 3 pg_configurator A& Ba1LEM.
EHEMIREZR, km TPS £9 5000, i{L/3iX 15000, #=#F 3 &, IEFASHIARNER
Wido

28 ZEIREIS

R REBMANIZD, EFESERBEXEE, B-tree R EATHFENTCEE S, S
JEEEN: CREATE INDEX CONCURRENTLY idx_orders_date ON orders (date);o
CONCURRENTLY WA FEREERENE R FTERS, BREFHl, XTMRIIEN
date FUSHPTEE, Z3F =, >, < FRME, MARDEBEITH

HMFEXIERL A, GIN E5|E3%: CREATE INDEX idx_documents_tsv ON
documents USING GIN (to_tsvector('english', content));., to_tsvector 3§

XA NEE, GIN FHEEHYIR, X5 @@ THEFFI SELECT * FROM documents
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WHERE to_tsvector('english’', content) @a to_tsquery('english’,
'postgres');, EIEREMIEEEZR,

BRIN &5 E&AKREFHIE, WETEIFS: CREATE INDEX idx_sales_id_brin ON
sales USING BRIN (id);. BEXTFEREME, SA=E (111000 B-tree), EATF
append-only &, MMESEEDR#,

o RS H LIS M. CREATE INDEX idx_active_users ON users (email)
WHERE active = true; R} active BFEZRS|, TRATEHERAEREM,
EARSREFEMMEFHTIF): CREATE INDEX idx_order_customer_date ON
orders (customer_id, date DESC);, & selective BY customer_id B, XiF
WHERE customer_id=123 AND date > *2023-01-01 ORDER BY date DESC W& =
&if, BRER,

WG RR 1P & WK #k & 2] CREATE INDEX idx_lower_email ON users
(lower(email));, PASE1H WHERE lower(email) = 'testaexample.com';, OR
FHAAEXEERSI5 UNION £5,

#3P3833 REINDEX INDEX CONCURRENTLY idx_orders_date; A Z#E, pgstat-
tuple ¥ B ¥ & ¥ lX: CREATE EXTENSION pgstattuple; SELECT % FROM
pgstattuple('pg_class’, 'orders');, tuple_percent FERERBEMEHIE L,
EXPLAIN gifgxttb 2R, L1LHI Seq Scan #AY 5s, {L{t/5 Index Scan 0.1s; F&3|K
/\M 100MB P&ZE 50MB @225,

29 BRMILRER

SOL RS EEATE R, BHR LRSI ORDER BY £&H#HFF, M LIMIT: SELECT *
FROM orders ORDER BY date DESC LIMIT 10; £&Z&5|IRERH#A 10 T,

EXISTS f£F IN: J® SELECT * FROM users WHERE id IN (SELECT user_id FROM
orders); AJEEL T F &8, 1L SELECT * FROM users u WHERE EXISTS
(SELECT 1 FROM orders o WHERE o.user_id = u.id);, #HEXFERZFTRE,
BEao.

BHOREEVC B ZERE: SELECT user_id, date, SUM(amount) OVER (PARTITION BY
user_id ORDER BY date) FROM orders; iEIE{TEM, #HEZE JOIN ERE+
IR

JOIN b #&k#it5 % JOIN: EXPLAIN SELECT * FROM orders o JOIN customers

c ON o.cust_id = c.id; H/NRWBH/E AR, MYBEHIEE, FohidR SET
join_collapse_limit=1; EEINF,

PostgreSQL 12+ #F MATERIALIZED CTE: WITH sales_summary AS MATERIALIZED
(SELECT date, SUM(amount) FROM sales GROUP BY date) SELECT * FROM
sales_summary JOIN other ON ...;, ¥MIFEH—XITEER,

HITEIBE SET max_parallel_workers_per_gather = 4;, min_parallel_table_scan_size
= '8WB';, AKRFWHEEI worker #HiE,

N+1 ja] @ LATERAL: SELECT u.name, o.amount FROM users u CROSS JOIN
LATERAL (SELECT amount FROM orders WHERE user_id = u.id ORDER BY date
DESC LIMIT 1) o; BEEMWREE A &ITE,
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25

BEWES A Fe&ERE 10s, RAAEDO +EXISTS 0.2s,

30 FigitS5EMERK

BN ST XM PostgreSQL 10+ &b AKREIE: CREATE TABLE sales (id SERIAL,
date DATE, amount NUMERIC) PARTITION BY RANGE (date); CREATE TABLE
sales_2023 PARTITION OF sales FOR VALUES FROM ('2023-01-01') TO
('2024-01-01");, BB ELXSIEX, SELECT * FROM sales WHERE date >=
'2023-06-01"; R13 2023 72X, BIEIM 20s BEE 1s.

B AL BIGINT fAF UUID (%, HIFR), VARCHAR(N) RMTF TEXT, Ak
F pg_repack: pg_repack -t orders database, TEZ&EZETL o

TOAST &L ALTER TABLE docs ALTER COLUMN content SET (toast_tuple_target
= 8160);, THIAMREIEHE,.

SXHEiE, EiETERE 95%.

31 =RMhK: FESEG

pg_trgm fil 3E 1% #f #% Z: CREATE EXTENSION pg_trgm; CREATE INDEX

idx_name_trgm ON users USING GIN (name gin_trgm_ops);, X ¥ %like%

o

hypopg FEEMMIR: CREATE EXTENSION hypopg; SELECT # FROM hypopg_create_index('CREATE
INDEX ON orders (date);');, FUEFTLSEFRFIH,

TimescaleDB 2 2EYEIFS: E4E 90% =8l

EH AL BB hugepages echo 1024 > /proc/sys/vm/nr_hugepages, OS JAE

echo noop > /sys/block/sda/queue/scheduler,

FE 9B streaming replication, £ wal_level = replica, &EZEIAKRH,

32 HEEERGIDH

BEITER, #% QPS100, FMEEERS + BESPKXEE 5000: X SQLWE, BE
diff 7= shared_buffers &,

HEZRS bloat 5 80GB, i autovacuum+pg_repack [Eli 70% ==iEl,

=FH & APl BB pgbouncer ik + H17EH, FILE 4 2

33 HREXRERSIEERFEDN

P8 pg_cron SELECT cron.schedule('® 2 % % %', 'VACUUM ANALYZE;'); EBT4
{7, Prometheus+Grafana ¥1%,

MIRIFIRIRIE, BIRE pg_dump. hRZs 15+ MERGE $2F UPSERT &,

M. SERSIEEHH, SHIERARRETR.

TR PR E>R5|>EF~>HIR, 1ZBNETT EXPLAIN, 2ZRHEHKE.

&R, postgresgl.org/docs/current/performance-tips.html, {PostgreSQL High
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Performance), pgtune. pgbadger GitHub, PostgreSQL Slacks
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ZTEMEZEMSE (Equivariant Graph Neural Networks, EGNN) JEERED FEIE, &
BRITSMMER PSR RIERS, XSS R AR 3D TEMIE, MEREMEN
£ (GNN) fFE/LATRMERMTEIHE, SEEUELMEELYIERARIEEER
Bo ETMEREMEMESMERMANNLATIEM—HTHR, XMERBERTREMNZHEE
HAYE—HM, 13 EGNN EFUNS FaEENE L REMNRIE G,

R EGNN BiSER MM, EHEAREKE LNITERFEENE. ROREEIFEME
BE. STEMEEGE, XESRNITESRERE T SMLBE2RIEM. & GPU
£, PyTorch Geometric 3¢ DGL HHERERM T EFIEO, EHKREFERNFHERK,
FTEFHFI A CUDA LT EE . AN EHEILITEE X SR CUDA W%, I 10
ELLERIINER, MBE EGNN EAF R FRIMESETIHS.

ASEMET GNN BB FERNTF, &5 EF CUDA NZRI&ITRIE. OEHM. BRMf
AR SEIIIT, HEFAE GNN Eiti. CUDA RRREZWMLAMAEKAIR, ETXFRA
BRLk, RITBBRNMEELETHEUNEMTEL,

34 2. FLEMEZMEEDL

Z£T GNN RO ETRBIREGMAEY . TRE (h_i\in \mathbb{R}"d ) 1ER1R
1%, WHIEHAE; BEE (x_{ij} = x_j - x_i\in \mathbb{R}"3) fENBE, ¥
R MiEE. FLHEEEERIRELARNERXMHAL ., HEFEREAATEHEE (
m_{ij} = \phi(h_i, h_j, |x_{ii}, x_{ii]D ), & (\phi) @FZ MLP, geHtirENHE
2. MRS, TRIFMEEHN (h_i’ = \psi\left(h_i,\sum_j m_{ij}\right) ), 24rEH
79 (x_i* = x_i +\sum_j f(x_{ij}, m_{ij}) Jo XMi&IHHRT SE(S) FLT M, BIMNMALT
B9 R —Ho

R EGNN REZ{R NequlP 1 Allegro BEX—HEZE, BitBEHREERE/LNF
T, BARESITENZEAERL (RBF), BFRHELEESMFASERN. HARED
HEWE, SERNLGEBRENRERE, F=FPHARE, AZT S ID scatter K,
RERLIEH, BEFRA—AFRAAE. XEREFIEESEERIELRFRDRRE,
SIMD IR, IXEAB™E, HLERERELUMNIL. BEX CUDA RNiZBAHTH
NEMES, EREERXLLEMRI,

35 3. CUDA A#zigit[RIE

CUDA 4f2h, MG EXEE, MTEME, WHTRFHRHT, AAEEE
BAHTE coalescing: &1 warp A IBELINFIR, BRBENT A0, BEIERE
Edgelist fil NodeOffset BI4EH, %5 CSR-like BHiERT, FNENGISEEM. HE
REATERET SFEMLEE, B global memory BB EEE T,
MEEMILELS LN ERBRET. AFENEEE coalesced MEMSIRRNZELIM 2-3 E1E;
HEHITHA warp-level [RiBI0 __shfl_sync, 1#F 1.5 B8X,; DX EBBITHEF
BEIR RRTRSHE) EE 1.2 5, ARRESRKER. BENENR—PTH, X 3 HEU
FURES; HHKEE FP16 454 Tensor Core 7£ A100 EAJiA 4 fE0E, XLEHRKRSHWES
BIMMAERE, MERAZESAHTEM GPU ZEiR.



36 4. #Ziy CUDA %L

36 4. #Zi CUDA %S

TR BB St EUEERH N A RBF, XRFEREMNRARIM. T2 O R AERI:

void compute_rbf_kernel(

coords, // TIm&4% [N, 3]
3 const int* __restrict__ edge_src, // JB¥im= ID [E]
const int* __restrict__ edge_dst, // BfT= ID [E]
5 float* __restrict__ distances, // HHEE [E]
float* __restrict__ rbf, // RBF #RA [E, K]

1| __global_

const float* __restrict_

7 int E, float cutoff, const float* centers, const float* widths) {

9 int eid = blockIdx.x * blockDim.x + threadIdx.x;
if (eid == E) return;

"
int i = edge_src(eid], j = edge_dst[eid];

13 float3 xi = reinterpret_cast<const float3*>(coords)[i];

float3 xj = reinterpret_cast<const float3*>(coords)[]];

15 floatd xij = xj - xi;

float dist = length(xij);
distances[eid] = dist;
/] Gaussian RBF: exp(-0.5 * ((r - c)/w)"2)

21 float* rbf_e = rbf + eid * K; // K JJ RBF @E#
for (int k = 0; k < K; ++k) {

23 float r = fmaxf(dist, 1e-6f); // BEHRE
float arg = (r - centers(k]) / widths[k];
25 rbf_e([k] = __expf(-0.5f * arg * arg) * (r < cutoff);

27}

XEREENEKELE—FL, FH float3 @2 L LIRME, HTEMKEE,
__restrict__ RTWIFEVBLH R, MHUEFFREH. RBF RESEHZ, &L cut-
off IS EEEN, length() AERE sqrt i, __expf() BIRBIEEISE, @
it blockDim.x=256, MI&BHEFMANE, LMTEEHTT. XEMILE coalesced Al
edge_src/dst, UK float3 B9 SIMD T8, Ri/MESE,
BETREEFTHEGZEAZ, XBIHEZD. ERNERITEEENRAEFTHER, FIH
warp shuffle TIMEXES, BEFETF Add BWFEFI.

1| __global__ void equivariant_mp_kernel(

const float* h_src, const float* h_dst, // T=4FE [N, D]
3 const float* rbf, // [E, K]
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23

25

27

29

31

N

const float3* xij, // BME=ZE [E]

const float* dists, // [E]

float* msg_scalar, float3* msg_vector, // HWHHEE [E]
int E, int D, int K, float cutoff,

// MLP #YZE: #5723k Ws [Dh, Do}, MZE3k Wv [Dh, 3]

const float* Ws_scalar, const float* Ws_vector) {

int eid = blockIdx.x * blockDim.x + threadIdx.x;

if (eid >= E) return;

/] &GN coalesced h_src, BUE rbf

int i = edge_src(eid], j = edge_dst[eid]; // fRi&2/E edge_src/dst
float h_i[D/4]; // MEWHME (k)

[l ... SEEEME h_i, h_j, rbf_e

/] FZT MLP: IFERRE
float scalar_in[IN]; // B#& h_i, h_j, rbf

matmul(scalar_in, Ws_scalar, msg_scalar[eid]); // £ matmul

/] MERE: Bl 3 MIE2RY, EERE

float vector_coeffs[3];

matmul_vector(scalar_in, Ws_vector, vector_coeffs);

msg_vector[eid] = make_float3(
vector_coeffs[0] * xij[eid].x / dists[eid],
vector_coeffs([1] * xij[eid].y / dists[eid],
vector_coeffs([2] * xij[eid].z / dists[eid]

) * (dists[eid] < cutoff);

}

LeRZENMOMIITEEE, 2 MLP MBHHERHE, WHA4IRE; B2 MLP Hd 3 1
A8, FA— (x_{ij/Ix_{i}| ) BEREZ S, matmul AREIFEFK WMMA LI
(Ampere+), Warp shuffle IRAFHE rbf FEE, EBILADIMII TN, i msg_scalar
1 msg_vector BZRATHEEERES.

BRESEHFXARMEIRIT, BEHIE tensor, @Y segment reduce & 2O HRH,
MIFEFH A (x_i' = x_i + \sum_j\alpha_{ij} \cdot \hat{x}Hij}), E= (\alpha{ij})
RERSEHEEEK,

EEEMENZEULSEE—:

template <typename T=>

__global__ void fused_egnn_layer(
const T#% h_in, T* h_out, floatd* x_in, floatd* x_out,
const int* row_ptr, const int* col_idx, // CSR &=
int N, int E, int D, /*... Hth&¥x*/) {
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37 5. a5 IiEkK

3

extern __shared__ float shmem[]; // Sh&EHZERTE

int node = blockIdx.x;
int first_edge = row_ptr(node];

int num_edges = row_ptr[node+l] - first_edge;

/! Phase 1: METSFHEIIEZRE

float3 x_node = x_in[node];

// MN# h_in[node] & shmem

/] Phase 2: WHITIHEIEE (intra-block)
for (int off = threadIdx.x; off < num_edges; off += blockDim.x) {
int eid = first_edge + off;
int j = col_idx[eid];
/] & rbf, BE m_scalar, m_vector WLt
shmem[off] = m_scalar; // IGBYTE(E
}

syncthreads();

// Phase 3: Warp reduce 3K#I

float sum_scalar = warpReduceSum(shmem + threadIdx.x % 32);

/] Phase 4: B
h_out[node] = psi(h_in[node], sum_scalar); // psi REE + &%
x_out [node] = x_node + sum_vector;

}

&AL T S A block, &1 block REBEZTRMBEANL EERNEFEFES,

warpReduce A __shfl_sync_down 3£ O(log warp) 34, BHRLBEREF. CSRH
row_ptr FRIESIAIFIE, 583 coalescing, &Rz FP16/FP32, &7 shmem ki)
BNERE. bi&iHEX launch R 2E forward, jEF& PyTorch Z& kernel B9FFEH,

37 5. BRILHKSIIEEK

ZREEH GPU (MIG) AFHPKX A100, ZHRFHRIIZ. %E EGNN A streams #17,
#iE capture /3 CUDA Graph, j&’) launch overhead ix 50%, whZ&SE@EERIZA
cutoff mask 28, TEFMEINTIEK; adaptive sparsity BT HERERTNIA, &)
ASPEE Eo

PR Nsight Compute, %3F occupancy (B#% >50%). RF throughput
(>70% Ig{&) #1 warp efficiency (>90%). & IFEMEIERZMNTF bank conflict (A
padding 37F). FFeeiEt (A -maxrregcount fR&l) 1 FP16 BERIE (BESEK).



32

BEEE Hopper B WMMA /& MLP: warp £ 16x16 $EfFsk, HHMFA

38 6. WSEAER

KIER QMO /©a FEIBE. MD17 2 Foh/IEMIEH PCOMAM AFMEE, BE&E1E
PyTorch Geometric B EquivariantLayer. DGL #1 E3NN %, #49 A100 80GB,
batch_size=1024,

MaEM BR, 28X CUDA RiZzE8E&MIX 1.8e9 edges/s, U Eix QMO HEIE(X
1.2ms/batch, REREZE 4GB, i PyG # DGL 935179 15ms/8GB #1 22ms/10GB, INiE
BETRIEM coalescing, BN MIAATE-bound ¥ 7 compute-bound,
HERRMIIER, 5 PyTorch FP32 £ L2 1RE <le-5, imZlimaeE TN MAE £4& 0.5%,
IIETFERKE, ¥ BML, % GPU B NVLiInk SFE, &M E; TensorRT £mRE3
LR <0.5ms,

39 7. RS ARKIE

GBI ERNZ. HEREM warp [RiE, KM TEELHFLE GNN, #5h 3D 73 FEHN
PN 10 1&, ERATF AlphaFold &R, FRFETF SE(3), FFKRKEZH SO(3) mMiKE.
INT8 E16#0 Transformer JF&71, FHRABRI GitHub, IXIDEIEK.

MR A IRETERE, BIFAREFELIERA, C A CMake R348/, D FISE Xk,



