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MBIEINEE, MEHNEBEESS, ¥ RTLERAIIENMEK, HHTHL RN FRHLEZVENZ—, FE
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2, SRR RY. Al EFTINXLRSA: 72 RTLIZITHR, £ Al AIHBIRISIRE ; mRHLERREFES
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2.1 #NZBFESIEMNA

NS FIECH T RNEMN AR EF ML EEFIRLEFTNNRRES. UnBEFI N,
XGBoost FHERAEEE R TIUNNFEFSIiFEfit. TRMERWERLIRITHIE, SEMRFEN
NFHEE, ARINFRETNIZHEVEER S, XAINEER, EEESMATR. Fl, EIhFEfbit
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B, BEGNBEBEHINAREDE, BHBDSREE Pynamic = aCV2f, Hf o BEBEF, C ARHE
B, VABE, fHHR, Al BIHENSHERIEXESH

THEEZIMERKEERNIIZIT=ERE, FINERA K-means BEDHMFBHE, IRANFESEK. Google
89 Circuit Training 1&E58ptR— 1 HE, EEAXERAFIRT RLIERNBRMHEUIR, UTEHELMHRED
T, BFRBREMRK:

def circuit_training(env, policy_net, num_episodes):
for episode in range(num_episodes):

state = env.reset() # ¥IAKBRERRE: BRUE. ELKE

total_reward = 0

while not env.done:
action = policy_net(state) #* HEMBHMEEIE: BohERIFAUE
next_state, reward, done = env.step(action) # XEFIEFEI. RF. IhE
# REHREL. reward = -wirelength - congestion + timing_slack
total_reward += reward
state = next_state

policy_net.update(total_reward) # BHERAZMLEZSEK

return policy_net

XEAARBER T — M RAFEIRIF: MEEINSHERRE, RENEREIFINRRTER, RERHBEEEK. #
ENNFHE, BIERER, env.reset() YIIEUHENEME, policy_net BHEMERIE, S% step itH
WIRSHERLH, SRKXBIREEEETHNG, KIMMENIIRAHERHORE. XM EERBRPERREN
14852 3 15, [EIEY PPA (Th#E. 14eE. EF) & 10%.
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REFIS—FS RE CNN 1 GNN, BFE&EBEN/IANESHEE. EHRBMRAH, CNN DIBEREN
THAE, FTUNREMRS; GNN IEBRRTAB G = (V,E), HFEHRV A&, 8 FE RNiEL, EEE
BEFHTRBmANUMERE. £RI Al 40 Transformer S 8RR N BEIZE R RTL RIS SEIUERZ, Ha0
Synopsys #J DSO.ai A8 Transformer il FEE Verilog B8, £HERIER,

LT 2 GNN 7£ floorplanning FE9fEj{LSCHL :

class GNNLayer(nn.Module):
def __init__(self, in_dim, out_dim):
super().__init__Q

self.fc = nn.Linear(in_dim, out_dim)

def forward(self, graph):
h = self.fc(groph.x) # x: TE4FE (EA. 3/H1%E)
for neighbor in graph.neighbors:
h = h + self.fc(neighbor.x) # JHEZE: BEMEHFL
return torch.relu(h) # BWHMKENTIRERN, BATFRELIRTTN
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2|g nn = GNNLayer(64, 128)
new_positions = gnn(circuit_graph) # IR

XEAIEHE GNN B A BRENT SHE, BIHEEERAMEER, Bl ReLlU BEENHRN, BT
NMENE. BRXBETHESEENG, TRIEREAIMKH, BRERAE2RE/MELT M, E5H
floorplanning E £, 1t3 GNN RERE KD 15%, ERTHEEE#EMWILITHRIE .

2.3 BHEFES (RL) F6

BUAFESINER Al TESHIZTHMEGEHRY, 1552 AlphaChip (DeepMind 5 Google &1F), B RL
REBEEWE LBEALER, RIEBEEIT/RAKXRELE (MDP) BERRF: KENHRRUE, thEERNT
B /hekk, MR r = w; - (—area) + wy - timingslack + w3 - (—power), & w; &, NEH, KEM
BEFHEI episode REIHK,
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T BB ARERNIZITER. NVIDIA B CuLitho 8/ Al (I ZITE, B4 BT E M B 455E
EHUNE, #R) HI00 WERBERM; H ChipNeMo NEFAEIESEA 4R Verilog XS, HI3&E RTL FF
%o Google # DeepMind #J AlphaChip £ TPU vbe i&itH A RL, HFHE PPA & 5%, i&itEHIESE
20%. Synopsys B DSO.ai 1 Cadence # Cerebrus FAEMERT Al # RL, RIEHIIELK, Sl
EX Rk,

FFRSE, Google MY Circuit Training 12212 RL B4k, ATEIE#E OpenROAD #fEHiz T, BTHENXSH
Biftfte Hugging Face EEFRNZSHER, 40 RTL-LM, X3iFAEHE, #EIAFM X-Energy FIAXLE
TEME RISC-V #Zi&it, MBS REHE, XX Al TAIE democratize & &1t ik,
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Al BEENZ TR OB TREIRA, KARLERE 30-50%, @ BaRREKRIZITTIE, PPA RILIBEE
5-20%, 1R EERMWCH I Al NERE, Z1F5% Die M. AMIHAERBM: SRENEHIERR, HLIR
it IP ZR; RERAIERENEE, WiXEXE; %4k RL FBE GPU HIR; Al ERIRITAIEESIANRERE, Wl
[EPEEG

RRABREFEIBFIMBDBIBEIRINALGR, SREIEEMRSENSERE; XAl AU SHAP EEFFIR
BORE, niRfRSSI AWS BUSHIRITFERIERFEITE, & ICCAD RVGEXIIE, XL EEREIEN,
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F, HEE Al 235 3D IC MEF T HIZIT, MEMEEREN. KPESESALTFILIT, Al BEER tapeout
MERR. TULEMRIT, AAFREMA AI+EDA Ti2M, Gartner FUNE| 2027 &, 50% & Hi&iHiE Al I
&, BERIIHENNREHT,

Al B T IE MBE R mStrk, E% EDASER, BE ML, DL 1 RL GfZ4tiRsm, I PPA B9
WiRo EREARIEM Circuit Training FFRERANTF, HRmEML, BE Al BEIAEIHIT — ZFRET]
BERMMEE AR EFTERR S, HEFZRFEEIE (Deep Learning for Chip Design) —¥. DeepMind B
AlphaChip £ (Nature, 2023) LUK GitHub £ Circuit Training €. YGMITICHITIRERH, —EHRE
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