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1 2. PyTorCh %ﬁﬁgilu\*ﬂiﬁ

PyTorch WIS HMELESH—RIZOTAKXGN, XETAHRAZENRESHIETHLER,
TorchScript & PyTorch REREFEFIEER, £#F Android. i0S M Linux F&, @I ETLUEEIESESR
EHFESE LURARITHE, PyTorch Mobile MR E AR shimn L (LHETTEY, BiFEME Android 1 i0S
RZFAH, ExecuTorch ¥/ PyTorch 2.0 Z/EMF—RIETTE, HXERANIEEIGIT, EEENWTHEER
MEMBIRNFESA. Lesh, ONNX XA FEERSE, HBEMERSTNZFLZFEEE, M TorchServe
REGHTAENERFRSSBMUEHNRSUIHR. BOEERBAIMIEDIINGER, #iTHk. SHEX. &
FREIN A, BITHIEHRIAN R, X—RERR T ML E NI E.

2 3. BEEESESNK

RERAABUSIHENEM, HPEURALHXRE, BT SNERRN INTS 5 FP16 8830, FIUEER
IMRBRIK/NFIITEE, PyTorch BY torch. quantization RRZFop SIS EURMER, UBMSENLR
B, ETEHIENKNENHEE, MXETEN. XMAEEEZH, ERATRERERIE. UTEHSEL
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import torch

import torch.quantization

model = torch.hub.load('pytorch/vision’, 'resnetl8', pretrained=True)
model.eval()

model.qgconfig = torch.quantization.get_default_qgconfig(' fbgemm')
torch.quantization.prepare(model, inplace=True)

# BUEBUERIA

calib_data = torch.randn(10, 3, 224, 224)
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for data in calib_data:
model(data)

guantized_model = torch.quantization.convert(model, inplace=False)

XEERIE ST ETRYIZREY ResNet-18 22, HigB N EER, AREBEENHZE, R fogemm FiKE
B x86 B, prepare RFEIBAENT R, ZEBIRELIE (ﬁﬂlﬁ*ﬂilﬁﬂ'\]@gﬁﬁ) WERITER, &&
convert R EMENFEIR, EWFEERX/NTRELD 4 FEG, BRFREBENRK, 7ET Top-1 EHETME,
BRI AR Z B H— S MEE, FIEBRRITIANE, EERAARRES/IMER)IZ, XF TorchScript $H,
EWMMEESE: torch.jit.trace BERHIENEEITEE, EE&LEHIMAVESR; torch.jit.script
MZwiE Python X5, ¥Fif-else FiZHE, BRIME LRI, EEIVRTREFM, U torch. jit.trace
S CNN &2 A5

model = MyCNN()

model.eval()

example_input = torch.randn(l, 3, 224, 224)
traced_model = torch.jit.trace(model, example_input)

traced_model.save("model.pt")

XEBEEXBENX CNN 8, ENREBMNETER, £RHSEHREN .pt Xff. ERRASIEEFIRAZ
¥, AIH script R, hSHRNBEEEHMARTHER padding A,

PyTorch 21 5| \BJ ExecuTorch #—FiEHiA%5MEE, HMBETIRELSEF. BNTHENERNEZSA.
SHRIEMFR torch.export:

import torch.export

model = MyModel()

example_args = (torch.randn(1, 3, 224, 224),)
exported_program = torch.export.export(model, example_args)

exported_program.save("model.ep")

LA HRERESMANBKERT, M .ep XfF, XFE4 AT HiF, EATHRRRERRNILE.

3 4 FERNERERER
3.1 4.1 Android & (PyTorch Mobile)

7 Android EEFEESIEEFE, 81F Android Studio. NDK, #Hi&d Gradle #¥0 PyTorch Mobile AAR
Kiflo SRS BEMINE TorchScript ##EFE, FM Module.load M assets EEUREN 4, FEHITRIA
LI, & Bitmap ¥4 Tensor, HiTHIE, TEEGSXRHMLENT:

Module module = Module.load(assetFilePath(this, "model.pt"));

Tensor inputTensor = ImageUtils.bitmapToFloat32Tensor(bitmap, 224, 224, 3);
IValue inputs = IValue.from(inputTensor);

Tensor outputTensor = module.forward(IValue.from(inputs)).toTensor();

float[] scores = outputTensor.getDataAsFloatArray();
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XEG Java RIBELMEBEE, ASEFAIRERIIEEKRIZIRA normalized Float32 Tensor (R~
224x224, iBE 3), forward HEEW IValue BEMHIN, REIHEH Tensor, RERBIBERSEHHITHE
(%0 argmax BY Top-1). AfffbiERE, BIEA NNAPI ZHENE GPU/NPU, =@ INI /)b Java-Kotlin
EF .

3.2 4.2i0S gZE (PyTorch Mobile)

i0S ZE @it CocoaPods &Y LibTorch-Core, £ Xcode HEE FENEI A, i@ MobileModule . loadModel
INEHERY, HAMIBEN Tensor, Swift REIKBINT:

let module = try MobileModule.loadModel(modelPath: modelPath)
let inputTensor = MobileTensor.fromBlob(blob: inputBlob, shape: [1, 3, 224, 224])
let output = try module.forward(input: [MobileArgument(inputTensor)]).get<

< MobileTensor=(0)

let scores = output.multiDimArray()!.data.floats

LA MNEAREY, M Blob #IBEIERA Tensor (FFSEM Ullmage ¥4#2), A forward HITHIE, HM
HHPIRECE S5, MREIRFFIEE #E N CoreML 8USEHL: {# M coremltools & TorchScript S
.mlmodel, £EAY Metal 3f ANE 0K, HIEERERREA 2-3 &

3.3 43 #xATi&FE (Raspberry Pi / Microcontrollers)

3F Raspberry Pi & Linux ARM &%, ExecuTorch @i pip install executorch &it, ZIFIEFIR
AFEES, WMITHISEWN STM32 5% ESP32 ZRFHF, XZFHZOEF, BT XLA BindwFEMM C++ K5
B17o

4 5 BEMESHERERN

EHMRIEMEEXHE, T Android £, PyTorch Mobile i&@:if NNAPI £ A GPU ¢ NPU; i0S fE

F CoreML £/ ANE 1 Metal; % NPU % Qualcomm BMI{K#i ExecuTorch /T, £/ MK A
TensorFlow Lite Benchmark TE%Z& PyTorch Profiler, FF3EE. KR7E. ThEER Top-1 AHEREIET.
EIRMEERNFIRIE, FLEEIRE Batch=1 MESHRER; 2 BN A AOT &HiFFiH.

5 6. KIFEASRELE

EBHEGR D EZEHF, 3§ MobileNetV3 SHi4 TorchScript HEE2| Android, EXERE AN EE
10MB, #IBHER 20ms, LLFSMFBEERK/NTF 1%, B4 320 BARHE NN YOLOVS ¥ ONNX, B
ExecuTorch £ Jetson Nano LizfT, A% 30 FPS, RIELHRSIFEHIEE A/JVETF 50MB. #HIBILR(E
F 30ms, A Git LFS hrA{=HIEEY, HE&ERK Torch Hub % CI/CD Ei&,
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6 7. BRARSARFKEE

YA EEEFIEAE. SISTROEREURETS—HMERE-A, KK, PyTorch 2.x i@ TorchDy-
namo # ExecuTorch T BEZD, FBGEMM/TVM SRR UIEH =15, BXIRFE I HEREBIAS BT,

7 8. Fit5&RR

PyTorch i &8 E R £ M TorchScript 2l ExecuTorch IR &R, AAEEEER, LMLKE

# GitHub RfHl € FE. #—¥$ &R EIE pytorch.org/mobile X#4. pytorch.org/executorch HE.
github.com/pytorch/mobile =LA PyTorch Forums X,

Mi%: ZBAREEER github.com/pytorch/android-demo, FAQ =ffl: EXFEE TR, £/ QAT (8
HRRAINLE) ENEPEMENIRE, SREMBOEHIBEX/,



