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可观测性：过去、现在与未来
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想象一下 2022年 12月的一个普通早晨，Twitter突然瘫痪，用户无法发帖、浏览，甚至连蓝鸟标志都化为乌
有。这次崩溃持续数小时，影响数亿用户，直接导致 Elon Musk公开抨击工程师团队。根因是什么？分布式系
统中的缓存失效连锁反应，但由于可观测性缺失，团队花了数小时才定位问题。更早的 Knight Capital交易事
故则更惨烈：2012年，一段算法代码错误导致 4500万美元瞬间蒸发，只因缺乏端到端追踪，无法快速洞察交
易系统的内部状态。这些真实案例揭示了一个残酷事实：现代软件系统的复杂性已远超人类直觉，可观测性缺失
的代价可能是灾难性的。
可观测性本质上是通过日志、指标和追踪等信号，主动理解系统内部状态的能力。它不同于传统的监控，后者更
多依赖预设阈值和警报，被动等待故障发生，而可观测性强调从未知未知中挖掘洞察。本文将从历史演进、当前
实践和未来趋势三个维度展开探讨，论证可观测性如何从被动记录转向主动洞察，已成为云原生系统的基石，并
在 AI驱动下迎来革命。

1 过去⸺可观测性的起源与早期发展
20世纪中叶的大型机时代，可观测性的雏形仅限于手动日志和简单警报。工程师们依赖 UNIX系统的 syslog
机制，将系统事件记录到文件中，例如内核 panic或磁盘满载。这些日志纯文本、无结构，分析全靠 grep命
令手动筛选。那时，监控工具凤毛麟角，到 1999年 Nagios问世，才引入指标监控和阈值警报：用户定义 CPU
使用率超过 80%时触发邮件通知。这标志着从纯手工向自动化迈进，但仍局限于静态规则，无法应对动态故障。
回想 1990年代 Yahoo的频繁宕机，服务中断往往因硬件故障或负载峰值，却因缺乏上下文而调试耗时数天。
进入 2000年代，Web 2.0浪潮下微服务初现端倪，系统复杂度爆炸式增长。工具随之演进，Zabbix和 Cacti
扩展了指标收集，支持 SNMP协议从网络设备拉取数据，如带宽利用率时间序列。日志管理则有 Splunk登
场，它能索引海量日志并提供搜索界面。但痛点显而易见：分布式追踪缺失，导致系统如黑箱。2012年，Cory
Gregory在演讲中提出可观测性的「三大支柱」⸺日志、指标和追踪，强调仅靠前两者无法解码多服务调用
链。这时代互联网公司频发「他服务有问题」推诿，故障定位依赖电话会议而非数据。
2010年代初，开创性框架开始重塑格局。Google的 Dapper系统虽未公开，却通过论文影响深远：它在生
产环境中注入低开销追踪 ID，实现跨服务传播，例如一个用户请求从前端到数据库的全链路时序图。受此启发，
Chrome Tracing工具公开了类似机制，便于浏览器性能调试。同年 OpenTracing项目启动，到 2015年标准
化分布式追踪 API，允许开发者用统一接口 instrument代码，如在 Java中添加：

1 Span span = tracer.buildSpan("handleLogin").start();

try {

3 // 业务逻辑
span.setTag("user.id", userId);
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5 } finally {

span.finish();

7 }

这段代码创建了一个名为「handleLogin」的追踪 Span，设置用户 ID标签，并在结束时标记完成。tracer是
OpenTracing的全局实例，确保 Span与父 Span关联，形成调用树。这解决了早期追踪碎片化问题，但仍需
手动 instrument，且未统一日志与指标。本阶段总结为「监控主导」，端到端洞察仍遥远，它为当下黄金时代
铺平道路。

2 现在⸺可观测性的黄金时代
如今，可观测性的三大支柱已高度标准化。以日志为例，结构化日志取代纯文本，使用 JSON格式嵌入上
下文，如 {level:error,service:payment,error:timeout,request_id:abc123}。ELK栈主导市场：
Logstash解析并丰富日志，Elasticsearch索引存储，Kibana提供可视化仪表盘。指标则由 Prometheus
（2012年诞生）领衔，它采用拉取模型，每 15秒刮取目标端点暴露的 /metrics HTTP接口，数据为时间序
列，如 http_requests_total{code=200,method=GET} 500。PromQL查询语言强大，例如计算错误率：
rate(http_requests_total{code=~5..}[5m]) / rate(http_requests_total[5m]) > 0.01，这评
估过去 5分钟内 5xx错误的比例，若超 1%则警报。解读时，rate()函数计算每秒增量，分子分母确保比例准
确，适用于 SLO定义。
追踪领域，Jaeger和 Zipkin提供全链路可视化，而 OpenTelemetry（OTel，2019年 CNCF毕业）统一标
准，支持多语言自动 instrument。例如在 Go中，OTel SDK自动捕获 HTTP Span：

1 import "go.opentelemetry.io/otel"

import "go.opentelemetry.io/otel/propagation"

3

tracer := otel.Tracer("myservice")

5 ctx, span := tracer.Start(ctx, "processOrder")

defer span.End()

7

// 通过 propagation 注入 Header，确保跨服务传播
9 ctx = otel.GetTextMapPropagator(propagation.TraceContext{}).Inject(ctx, w.Header())

这里，Start创建 Span，defer End()确保结束记录；Inject将 traceparent Header注入 HTTP响
应，实现上下文传播。OTel桥接日志、指标、追踪，避免工具孤岛。云原生生态加速融合：Kubernetes通过
sidecar注入 Prometheus注解，Service Mesh如 Istio自动追踪 mTLS流量，提供 L7指标如延迟分位数
p99。
商业工具如 Datadog聚合多源数据，Grafana Labs的 Loki（日志）、Tempo（追踪）和Mimir（指标）构
建统一平台。托管服务简化部署，AWS X-Ray自动追踪 Lambda函数。最佳实践强调 SLO，如 Netflix定义
「99.9%请求 <200ms」，结合异常检测算法如 EWMA（指数加权移动平均）预知故障。当前挑战在于数据爆
炸，高基数指标如 requests{user_id=unique123}导致存储成本飙升，解决方案是智能采样：head-based
采样仅追踪慢请求，tail-based基于全局视图保留根因 Span。
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Netflix的 Chaos Engineering佐证此时代价值：他们注入故障如网络分区，同时用 Spinnaker+OTel观察系
统自愈。Uber的M3系统处理万亿指标点，每秒聚合 PB级数据，通过分层存储（内存→ SSD→ S3）控制成
本。这些实践从工具堆叠转向平台化，奠定可靠基础，却也预示 AI融合的必然。

3 未来⸺可观测性的前沿与愿景
AI与机器学习的融合将可观测性推向预测时代。AIOps平台如 Moogsoft使用无监督学习聚类日志异常，例如
孤立森林算法检测偏离基线的指标序列：p̂ = 1

N

∑N
i=1 h(xi)，其中$h(x)为路径长度，异常分数\hat{p}$阈值判

断根因。生成式 AI更革命性，LLM如 GPT变体可自然语言查询：「上周支付服务超时 Top3用户是谁？」，底
层解析为 PromQL+日志聚合，提升非专家生产力。
eBPF提供内核级零侵入可观测性。eBPF程序在 Linux内核 XDP钩子加载，捕获 socket事件无 user-space
开销。例如 Pixie用 eBPF追踪 Kubernetes Pod流量：

1 SEC("kprobe/sys_connect")

int kprobe_connect(struct pt_regs *ctx) {

3 struct sock *sk = (struct sock *)PT_REGS_PARM2(ctx);

u64 pid_tgid = bpf_get_current_pid_tgid();

5 bpf_map_update_elem(conn_map, &pid_tgid, &sk->sk_daddr, BPF_ANY);

return 0;

7 }

这段 BPF代码在 sys_connect探针触发，提取目标 IP存入哈希 map（conn_map），bpf_get_current_pid_tgid()
获取进程 ID。编译后注入内核，即时生成服务图，无需修改应用。Cilium以此构建网络策略与可观测性，扩展
至边缘计算：IoT设备用 eBPF-lite追踪MQTT消息。
可持续性成焦点，绿色可观测性优化采样率，如 Parca的连续剖析仅存热点 CPU路径，减少 90%数据足迹。
事件驱动架构如 Kafka Streams需追踪异步事件，OTel扩展语义约定如 messaging.kafka.message_id。
无服务器 FaaS追踪挑战在于冷启动，解决方案是 AWS X-Ray的函数图谱结合 DynamoDB状态机。Web3
领域，Ethereum节点监控用 Prometheus刮取 Geth指标如 eth_block_number，结合 The Graph索引
事件日志，实现区块链可观测性。
风险不容忽视：GDPR要求匿名化 PII日志，可观测性数据成攻击面需mTLS加密。OTel全面采用将标准化开
源生态，推动伦理 AI如偏差检测。未来，可观测性不仅是工具，更是软件工程的雷达。
从被动日志到 AI驱动洞察，可观测性的演进重塑系统工程。行动起来：从集成 OTel起步，构建团队可观测性文
化，分享你的 Grafana仪表盘或 Chaos实验。展望零信任与自治系统，可观测性助力未知未知的征服。正如
Honeycomb创始人 Charity Majors所言：「可观测性是应对未知未知的超能力。」（Observability is the
superpower for unknown unknowns.）
参考：《Observability Engineering》（Charity Majors等）；Google SRE书籍；CNCF OpenTelemetry
文档；USENIX SREcon会议录像。数据来源：约 90%的生产故障需手动调试（Lightstep调研，2023）。


