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WebGPU MREFHITREZHSHMNER, FMBERIFEREN requestAdapter() # requestDevice()
#83R[@ Promise, @< i@id GPUCommandEncoder #t24REE1R3EIY) (GPUQueue), XFHi%k
HESFBRTIHAN KMRNMESAE, WR JavaScript TELEFWEE, FlN, MBEAEEER
navigator.gpu.requestAdapter().then(adapter => adapter.requestDevice()), XB—MERMWERR
FRE,
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Safari # Firefox B&F D=5, EFIFRROERBERA R, MELIRE WebGL, ATE—MNEAHIIRIFAS A
7, HITZRITHRHIEE,
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async function checklebGPUSupport() {
if (lnavigator.gpu) {
console.error('WebGPU A3%#F, 1EEA Chrome 113+ Y Edge');
return false;
}
const adapter = await navigator.gpu.requestAdapter();
if (ladapter) {
console.error(' EFRAM GPU EFCER');
return false;
}
const device = await adapter.requestDevice();
console.log('WebGPU #MBILALTN, I&EEE: ', device):
return true;

}

XEREELERENRNEEERET navigator.gpu EQ, MNREAREENEEIRHEHIRED false, FEEIAR
requestAdapter() JRENEEL2E, XN ATA GPU iR, MRS/ AET, HEBRERAZIF &E
1B requestDevice() BIZIGELAI, FHHTENHEERATREIR. XTRBEFE WebGPU MAMER, I
ETHENNEME, EAZENFES, ALl fallback 2l Canvas 2D 5 WebGL, FISER—M&EESR
B8,
WGSL (WebGPU Shading Language) =& WebGPU ME®SRIES, 5 GLSL4ELL, EXATERRMNIE
7EI%1t, % Rust Ml HLSL Bk, WGSL ZiF@L R AR, SMAEMIESIEE, #% T GLSL HIS5KEE
Mo 7202580 @binding 1 @group AFHEZRA, LM uniforms MSEEMTNSEN. BXRIBEEIE
vec3<f32> &R 3D M8, matdxd<f32> Rk 4x4 5EfE, LUK @vertex M @fragment A=, THESE
—MERENTIR-FEEGREY, RITFARmELSN.,

avertex
fn vs_main(abuiltin(vertex_index) vertexIndex: u32) -> abuiltin(position) vecd4<¥32> {
let positions = array<vec2<f32>, 3>(
vec2<f32>(0.0, 0.5),
vec2<f32>(-0.5, -0.5),
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vec2<f32>(0.5, -0.5)
)
return vec4<f32>(positions[vertexIndex], 0.0, 1.0);

}

afragment
fn fs_main() -> alocation(®) vecd<f32> {

return vec4<f32>(1.0, 0.0, 0.0, 1.0); // dB=FF
1

TMEE®2E vs_main /A @builtin(vertex_index) SREXAEBTNA RS, TEIMNPEAX, HiZMEAHIE
BFEXME, R—N=fA. RER vecd<f32> @id @builtin(position) METEIFFI=(E, HEREES
fs_main NIfEBHHLIE, §MEEEZR vecd(1,0,0,1), @location(0) IEEHmEFEBEIT. XNREIBRT
WGSL BYfEREM: WEREYN array<> MINEERIHFRAELT boilerplate W18, 5 GLSL ~[E, WGSL 5&
HIRBIEER, A T RS RI4F S,

MFERE: EARBIEHESETLROERE, H4HBEE—MRE WGSL FREMERKERE, BTFEEEL
eilf=:8

2 WebGPU AI]: Hello Triangle

WebGPU ARERZHIAN GPU L TFX, XiFKkiEkaE. RENBHREE, UTETBMHREAE, HNZE
B EHITRIZ,

async function initWebGPU(canvas) {

if (!navigator.gpu) throw new Error('WebGPU AZ#HF'):;

const adapter = await navigator.gpu.requestAdapter({
powerPreference: 'high-performance' // ftfcE48EE GPU

1)
if (ladapter) throw new Error('7J GPU &fces');

const device = await adapter.requestDevice({
requiredFeatures: [], // FI¥ B 'texture-compression-bc’
requiredLimits: {} // BEXREH

DK

const context = canvas.getContext( webgpu');
const canvasFormat = navigator.gpu.getPreferredCanvasFormat();
context.configure({

device,

format: canvasFormat,
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alphaMode: 'premultiplied' // BEEEEEI

s

return { device, context, canvasFormat };

}

B LT navigator.gpu HiEREEREEECSS, powerPreference EMHRIEFRRRE GPU, FERAIEIR
%, AR USAESE. FIREHRMN webgpu L TX, HEERR, @EN bgra8unorm’s
configure() BEIREIER, NELERES Swap Chaine XMIAKEREIZOMER, EEHSEETIL

HiTo

ETREBEREL (Render Pipeline), XZ WebGPU Mz lR, BLITETEGSR. MRGRIER

R
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async function createPipeline(device, canvasFormat, wgslCode) {

const shaderModule = device.createShaderModule({

code: wgslCode // ETMI=FAZ WeSL

D

const pipeline = device.createRenderPipeline({
layout: 'auto', // BmHESHEHRE

vertex: {
module: shaderModule
entryPoint: 'vs_main
1
fragment: {
module: shaderModule

entryPoint: 'fs_main

'

*
s

targets: [{ format: canvasFormat }]

b

primitive: {

topology: 'triangle-list' // ZAWFIR

}
DB

return pipeline;

}

createShaderModule 7% WGSL {54 GPU BJ#{T#E3R, createRenderPipeline I8 TNRHM A RN
As, targets LEEEBEI, primitive EXLHIRER A triangle-list, TRRIIEAX, XMELTBREN
‘auto’, WS B IBHEHEFER 4,
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SERERER Render Pass 12
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“Hello Triangle” Demo, FH{1ZXFZHWE,
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async function renderTriangle(canvas) {
const { device, context, canvasFormat } = await initWebGPU(canvas):;
const wgsl = "// LT wesL K8 °;

const pipeline = await createPipeline(device, canvasFormat, wgsl);

function frame() {
const commandEncoder = device.createCommandEncoder();
const textureView = context.getCurrentTexture().createView();
const renderPass = commandEncoder.beginRenderPass({
colorAttachments: [{
view: textureView,
clearValue: { r: 0.0, g: 0.0, b: 0.0, a: 1.0 }, // BTHEE
loadOp: 'clear',
storeOp: 'store’
H
DK

renderPass.setPipeline(pipeline)'
renderPass.draw(3, 1, 0, 0); // %] 3 Nus, 1 DA

renderPass.end();

device.queue.submit([commandEncoder.finish()]);

requestAnimationFrame(frame) ;

1
frame();

}

// 1M renderTriangle(document.getElementById( ' canvas'));

FWitlE commandEncoder, FFi4 renderPass F 48 HaiisIENE, clearValue iEEE =,
draw(3,1,0,0) LHl— M=K %l. endPass() #1 queue.submit() 12 & <% GPU BA%l, requestAni-
mationFrame JEap{EIf, X Demo EXFHNIMKET G ERAE=ARLTREE R,

JALBY, Chrome DevTools B9 GPU Inspector AIiEAME R ZRFER, HEERT: BRERIFPEIE
pipeline, NWEH; #tEH<LURL submit() @M.

HFLH: SHIEEl CodePen, B8 WGSL eAE=AFEE, HARMEZRTHR (A uniform matd),
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async function createTextureFromImage(device, imageBitmap) {
const texture = device.createTexture({
size: [imageBitmap.width, imageBitmap.height, 1],
format: 'rgba8unorm’,
usage: GPUTextureUsage.TEXTURE_BINDING | GPUTextureUsage.COPY_DST

s

device.queue.copyExternalImageToTexture(
{ source: imageBitmap 1},
{ texture },
[imageBitmap.width, imageBitmap.height]
)

return texture.createView();

}

createTexture I8ER. wAMAZE (PBESHENEIR) . copyExternallmageToTexture % E&
ImageBitmap, XZEM PNG/IPG BIZEMEHKA . REIMN View BFHEL.
WELH (Bind Group) EIE uniforms 838, RIGE—MEE MVP FEFR uniform buffer,

function createBindGroup(device, pipeline, uniformBuffer, textureView, sampler) {
const bindGroupLayout = pipeline.getBindGroupLayout(0);
return device.createBindGroup({
layout: bindGroupLayout,
entries: |
{ binding: 0, resource: { buffer: uniformBuffer } 1},
{ binding: 1, resource: textureView },

{ binding: 2, resource: sampler }

s

entries #AAME WGSL By @binding, 81 ERBRIEERSIHE. Sampler EXZEZER, 40 linear 5%

nearest,

1

tan(fov/2) 0 0

N . = o\ 0 = .aspect 0

3D R EINENATIRIEE, BB ANITE . P = tan(fov/2) -
0 0 i

0 0 -1

Hh fov RUFA, n/f AEZ&HEE. JavaScript F{ERA Float32Array % mat4x4<f32>,

FERRIRELN Phong ER ERE BRSPS [ = [, K, + [4K4(N-L) + LK (R- V)", HPHSHIRTIME. 8

[ S FNRME /R 5o
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BB REISEEREFEN, FERHRE offscreen 832, BRALRMIBFNA Fragment Shader,
a0, SETIER]:

afragment
fn fs_blur(alocation(®) inColor: vecd<f32>) -> alocation(0) vecd<f32> {
var color = vecd<f32>(0.0);
let weights = array<f32, 5>(0.227, 0.194, 0.121, 0.054, 0.016);
for (var i = Qu; i < Bu; i++) {
color += textureSample(t_input, s_linear, uv + vec2<f32>(f32(i - 2) * pixelSize.x,
— 0.0)) * weights[i];
}

return color;

}

&)

N

X4 shader TEXKFABEER, weights REEHZ, BIM Pass (KF + BH) LMW9BiEMH. Bloom
£, FIRNEHLOREERES,

LHMERSHAH RENR, AT, BT vertex buffer & per-instance #iE, draw(6, particle-
Count) 44l particleCount 3261, &1NA 6 TRIULH

ShFLEE: SMSEEMBEHNAERNER, T RANKILAR, FA matd Tk,

4 HEEESE (Compute Shaders): WebGPU BT

Compute Pipeline S5 ERELARRE, TRINS/FEMEE, NEItHE®SS, Workgroup B4REAEM, W
@compute @workgroup_size(8,8) X 64 £FEHR, HITHIT,
£li2 Compute Pipeline:

function createComputePipeline(device, wgslCode) {
const module = device.createShaderModule({ code: wgslCode });
return device.createComputePipeline({
layout: "auto’,
compute: {
module,

entryPoint: 'cs_main’

DR
}

EGOEREHES, WKEREHR, LT WGSL A Sobel EF1MIA%,

agroup(0) abinding(0) var inputTex: texture_2d<f32>;
agroup(0) abinding(1l) var outputTex: texture_storage_2d<rgba8unorm, write>;

agroup(0) abinding(2) var<uniform> params: Params;



20

5 SEFRNAZEAISKEIE 8

acompute aworkgroup_size(8,8)
fn cs_sobel(abuiltin(global_invocation_id) id: vec3<u32>) {
let coords = vec2<i32>(i32(id.xy));
let x = vec2<f32>(-1.0, 1.0);
let y = vec2<f32>(-1.0, 1.0);
let gx = 0.0, gy = 0.0;
for (var i = 0; i < 2; i++) {
for (var j = 0; j < 2; j++) {
let sample = texturelLoad(inputTex, coords + vec2<i32>(i,j), 0).rgb;
gx += f32(sample.r + sample.g + sample.b) * x[i] * y[j]:
gy += f32(sample.r + sample.g + sample.b) * x[j] * yl[i];
1

}
let magnitude = sqrt(gx*gx + gu*qu);
textureStore(outputTex, id.xy, vecd4<f32>(magnitude, magnitude, magnitude, 1.0));

IS

SNEEME 2x2 4613, HEBEREHEEE outputTex, dispatchWorkgroups(width/8, height/8)
=pul ik

KL FHEHIN N-body, A buffer FEMUBENIRE, EMEE GEMM 7 GPU Lt JavaScript HREE H.
BIRERILEER staging buffer: #01% staging, B mapAsync 3%[E] JS.

async function readComputeResult(device, buffer) {
const staging = device.createBuffer({
size: buffer.size,
usage: GPUBufferUsage.MAP_READ | GPUBufferUsage.COPY_DST
1
/! TE@MSH copy buffer to staging
device.queue.copyBufferToBuffer(buffer, 0, staging, 0, buffer.size);
await staging.mapAsync(GPUMapMode . READ) ;
const data = new Float32Array(staging.getMappedRange());
staging.unmap();

return data;

EhFESLEL: SLI/RKE Compute Shader, Lb3& JS f&HF vs GPU Bia],

5 SEERNAZRAS RIS

SCETEUR A MEFI A GPU BRBEA R . FR¥iE L% GPUBUffer, Lflkiatl.
HESFESIHIBER TensorFlow.js WebGPU 5w, MobileNet REMNEFS#HIEE %925, Compute Shader
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MEERZ.

WX FF A, 2D Sprite FRALSUIR atlas MEFI,; 5 |ZWAEA Compute Shader &4 Verlet 43,
BB A EIE WebRTC #8157 + Fragment Shader i85, LUK Web Audio FFT #3ERB Compute ;%
B

BN EGI5RI HTTPS ZEFEREXTLL: WebGPU mZEAEFE WebGL B 2-5 &, JRIBR GitHub repo =l
FLE: WEKIFHRS Demo, ¥ttt CPU hikas FPS,

6 MRS RERLE

NEEEFZEXHEE buffer: device.destroy(o <R bundle: pipeline.createRender-
BundleEncoder() MIR#IEE Pass.

ST &R Apple Silicon B9 workgroup AR, ERESDZA uniform =7,

T B4 Dawn I2HRESSH, Naga ¥%i¥ WGSL, Spector.js K,

BhELE: 1k Hello Triangle 4 60fps 1aE &R,

7 ESRAESRKRE

MEEI webgpu-utils &1k buffer 812, three.js r160+ % #F WebGPU jE%+85, £H{ React Three
Fiber SLEAEBAZL 3D,
K3FK WebGPU 2.0 55|\ Mesh Shaders #1 Ray Tracing, H#ahil 5 esseid B,

8 HILSARRHER

WebGPU FEi%ias GPU HIZFETR, MERIITESA MRS, 1ILBIEE, MM WebGPU Discord,
FiR: EAXM https://gpuweb.github.io/gpuweb/, #7s https://webgpu.github.io/webgpu-
samples/o



