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0.1 1.1 RAG HEARESENE

Retrieval-Augmented Generation (RAG) HARZRFETF 2020 FH Facebook Al HHFEEIBAIRL, EE1EHE
ARBESEE (LLM) EAREERREESHNRERMY. £45 LLM 91 GPT &5, BATEERRGNAFERIR
e, BEESFELON, RESELRATHNRSE, RAG @id 5| NIMBRIRIENG, SHEXXEEEBCENT
ERRTH, MTEERASLERUENMNATEE, 54 LLM RE, RAG AREHSKIIEESEEFMEMIR,
MENSMIREFRERENES, XBERERIEATEEXINEMNTR. AMIETT RAG WABEMSN:
ERFRIIERFARINE, BRT =in AP BIERMZAKH, FENAFFLAETEERRENBIERE,

02 1.2 XEBRSIRERR

AXHBEGREMNSEMAT, RIE—ETENAM RAG KIIER, HENZERBEEZTHNRR. KITEE
BRI, FRER. ABENEIERRALERE. EENKREE Al FLE. MRAENHERFR, XL
ERIKEAS Python RiZEM, BXJ/RANTEREFIER, BEAX, BREEE 1 /MR LEF—NHE
i%#) RAG Demo, HEBXKIRE LSRR BHIES,

0.3 1.3 XELMEHR

XEERIFE RAG RORIE, ARESSHIMREEE, BERUTBABIISMUET, KREHRIVEMRNA
FMRKHEE, SHERERUNENFRT, BT REDFBLE.

1 2. RAG #ZLRIEFHE
1.1 2.1 RAG Ztatik

RAG ZLHVZOHZRAMHMM: WERBAFTMIARETRRNSEARMEXIXER R, ERBNUETXER
BigaR T EFERLEL, MIREFARAMEEEFFRIERENE. ETFRAERRRN: BRRAEN
B, RRBUHBEWHRAHEBETERLE Top-K MBI, XEEBENTRORITHRTERSD, £
AERFIA LLM 40 Llama RS BAES N, XMHARRIHARERATRLHEE T I EER,



2 3. AHIIFIEIEEIEE 2

1.2 2.2 XEBRARIER

RAG MXBETEXENETWRIRNEHEREHRN, BEXRMA Sentence Transformers 240 all-MiniLM-
LB-v2, ZEEEITNIIZ Transformer 4RiS23 G X AT E 384 =T (E], BFEEMAMETE. MENER
REEMZESIE, 40 FAISS /8 HNSW (Hierarchical Navigable Small World) B&SLITF &S
i8], ChromaDB % LanceDB NI HF AN AMNRIA KHEHIEEF, BREBERIGYWER FTXEND, @

it Rank Fusion M&ZRIOERER, BELTXRETNEMSE. ERMEERFIR LLM W Mistral, HiE

GGUF 2R EARMERIEIT.

1.3 2.3 SHMG AL

BT Fine-tuning, RAG TEFEMNIEABRNEEF]IZ%, IE plug-and-play SENFIRERIRIEHE L,
5 In-context Learning #8tt, RAG ZHFshSAFERIREN, MIEZRFREIERTEKE, RAG MLBET
SERMNST B, ERREERHIEER, BIRSIMUAIER. . BiF RAG RIEE, shiFRK:
B Hugging Face 7££% Demo i B NBIAE,

2 3. AMIIFIRIEEIEE
2.1 3.1 BHESHHEER

73 RAG #7F NVIDIA RTX 40 %% GPU B 16GB VRAM, LA%1EF 7B &3 LLM #I12; RAM =/ 32GB R
HIREMEIRES; Python iz 3.10 LI LA PyTorch 2.0 # Transformers 4.30 B ARER, RIEEEE T,
CPU-only =3 8GB VRAM GPU tEEEITENWIEE!, REREHIEEINETE,

2.2 3.2 MOERE

PR B M PyTorch 74, #afR CUDA 121 ZHFLUMNRITE, 1T pip install torch torchvision
torchaudio --index-url https://download.pytorch.org/whl/cul2l &% GPU hR1EZR, REfEZERR
NMERE: pip install sentence-transformers faiss-cpu, &HHB GPU ME#EA faiss-gpu LUEA
GPU Ii®, LangChain ¥Ef8 orchestration 1&%2, #&d pip install langchain langchain-community
SN EMEMGED pipeline; BMEEIEER pip install chromadb LIFATEE; LLM HIEAH pip
install llama-cpp-python, EX#F GGUF BASMMBEMIEE,; AERE pip install ollama &L

REEE,

2.3 33 RETE

BRAIZE! sentence-transformers/all-MinilM-L6-v2 £F31X 80MB, @it Hugging Face Hub Bzh
T#,. LLM %R TheBloke/Llama-2-7B-Chat-GGUF B9 Q4_K_M Z1khk, M Hugging Face THEET &
#ER; Ollama AR RE ollama pull 1lama2 BIA, /eh: IEIFIR, 3BT python -c import torch;
print(torch.cuda.is_available()) #&Z& GPU,



21

23

3 4. %E RAG RALI 3

3 4. 5EE RAG R
3.1 4.1 BUREESHIREWE

BEMEBNEHERIRE, L PDF A6, /A LangChain B PyPDFLoader f#xcff. TSRS
MM EIEFERERR:

from langchain.document_loaders import PyPDFLoader

from langchain.text_splitter import RecursiveCharacterTextSplitter
from langchain.embeddings import HuggingFaceEmbeddings

from langchain.vectorstores import Chroma

import os

#« S 1. MNFE PDF A%
loader = PyPDFLoader("your_document.pdf")

documents = loader.load()

# LB 0. DHHEER: RecursiveCharacterTextSplitter RIBNNRLDE, chunk_size=500 F#F,
< overlap=50 EHEEEL
text_splitter = RecursiveCharacterTextSplitter(
chunk_size=500,
chunk_overlap=50,
length_function=len,

)

texts = text_splitter.split_documents(documents)

# B 3. YIIAERANIEERL, all-MinilM-L6-v2 B4R 384 #M=E
embeddings = HuggingFaceEmbeddings(model_name="sentence-transformers/all-MinilLM-L6-v2

N n)

# W 4. BIE Chroma METFEE, persist_directory RIFEIEESMIFAL
vectorstore = Chroma.from_documents(texts, embeddings, persist_directory="./chroma_db
oy

vectorstore.persist()

XERRIBZEAMi%E: PyPDFLoader ¥2BX PDF X749 Document X% %1%; RecursiveCharacterTextSplit-
ter BIARHIRESE. AFHE, WBESD chunk BEAREX, BREEKEYSSHEEMA; Hugging-
FaceEmbeddings B FEHFHEEFER, FIE Transformer 2281+ E#N; Chroma.from_documents
HERRNFHHE HNSW R3|, ZREEBIMEER, 1517/, ./chroma_db B REVARAAIRE,
PREREXBE: BEXOIRATEEKE, EEFHIBRE LT XOES .
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32 42 WREBRKI

KRBTBEEWIRAEIRE Top-K X, HEORERRZEME, LUTA LangChain SKI:

+ MMEMERIRE

vectorstore = Chroma(persist_directory="./chroma_db", embedding_function=embeddings)

# BTIAKE:. as_retriever BCE Top-K=4, search_type="similarity"ERIARZIEINE

retriever = vectorstore.as_retriever(search_kwargs={"k": al)

query = "RAGLHIRZOVMEBRMHA? "
relevant_docs = retriever.get_relevant_documents(query)
for doc in relevant_docs:

print(doc.page_content)

fi#iR: Chroma MEIFAKES|, as_retriever FEKMTIEO, search_kwargs I5ER[E 4 M ExEM
chunk. RIZMBIMEENA cosh = %, BMLRRETERIE. EERRAER BM25 HERILE,
H—FRABMEEK, N MR, Bif query M Top-K Tk,

3.3 43 &£iZEER

£ LLM, fE/ llama-cpp-python iN# GGUF #2Y, %2l pipeline 30T :

from langchain.llms import LlamaCpp
from langchain.chains import RetrievalQA

from langchain.prompts import PromptTemplate

# S8 1. MEEWL LLM, n_gpu_layers=-1 £HEHT GPU, n_ctx=2048 L TFTXKE
11m = LlamaCpp(

model_path="./1lama-2-7b-chat.qg4_k_m.gguf",

n_gpu_layers=-1,

n_batch=512,

n_ctx=2048,

verbose=False

+ B 2! BEXRTER, BERLETXEN

template = """FERUT LETFTXEIZER#, MRFTMEESR, MiHARE,
ETFx: {context}

ja@l: {question}

EZ: """
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4 5. MeELS BRI 5

prompt = PromptTemplate(template=template, input_variables=["context"”, "question"])

# I 3. A3 RetrievalQA #%, SRR, IERM LLM
ga_chain = RetrievalQA.from_chain_type(
1lm=11m,
chain_type="stuff", # stuff EHiE stuffing FIEXIEERR
retriever=retriever,

chain_type_kwargs={"prompt": prompt}

+ &Eif
result = qa_chain.invoke({"query”: "RAG_IMAELLITE? 1)
print(result["result”])

JFEAERIE: LlamaCpp 35 GGUF 533, n_gpu_layers=-1 &A1 GPU FF, n_ctx B token &
BRiEH, PromptTemplate SN {context} (10ZFX14) # {question}, RetrievalQA BhHiTIER-1E
sR-HERRAE, chain_type=stuff EEMBEFAEXEEANET EBAFT/NKE), Ollama BRIEEE Im H
Ollama M, #hF: TH GGUF #&!, z1752E 5 MR8 PDF,

3.4 4.4 552 Demo I3 G EEE

FEARBR GitHub €F: https://github.com/example/local-rag-demo (FE#5EE, & fork B
LangChain =),

4 5. HEEMHUSEHRERIE
4.1 5.1 INEFKRE

HRANIEES INTS 2B EERA 2 1%, FIA torch.quantize_dynamic. ®ZEM# K HNSW E3|£4&
FAISS GPU, ZEiffEiRFE 50%. LLM XA Q4_K_M GGUF & E2&E llama.cpp, VRAM LR 70%; #t4t
A vLLM &R F 5 13,

4.2 5.2 PHEEIRSME

K ZEIT(E A Recall 0K # £ Top-K &=, MRR EGEMIMHEXYE; £ H ROUGE ItE n-gram E&,
BERTScore iIEXHEIME, % RAGAS HEZR B hLiT(E:

from ragas import evaluate

from ragas.metrics import faithfulness, answer_relevancy

# TIEUEE . questions, answers, contexts, ground_truths

result = evaluate(
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dataset,

metrics=[faithfulness, answer_relevancy]

)

ol print(result)

fi#i%: RAGAS MHEZEH#, faithfulness &EZIDE, answer_relevancy EE2MRAEX %,

4.3 5.3 Fin@HE

OOM BR/) n_ctx IBEMEN,;, TXRRFRFES k HMABRNER,;, LT 3CHEHMA map_reduce 94t
. g EHENRIRNASKIER,

5 6. SEPRN A=A

51 6.1 B 6.4 NAS3E

®AENIIREER RAG e RAI LIRS, TIEE Q&A, DA Al BIFES Notion S PDF, 1RHFABHIEE
., RIBEmEIFZES| GitHub Repo, EhEIR. ZE L, Streamlit #E Web Ul:

import streamlit as st

# BEM qa_chain, st.chat_input HHIKREE

Docker B LHRRITEHE, /& fork Demo, ENRBVEEE,

6 7. hESRKRE
6.1 7.1% 7.3 Bhix5HE%

471 RAG ZIEETIF55, KETXESNES, FIREEMKIIEER5]. KK Agentic RAG 3INTAIEMA,
GraphRAG Bt&FIIREE, AMZEEY EBEG/SM. #7%F Llamalndex. Haystack. RAGFlow %7,

7 8 Fi5FFRLE

73 RAG 5. FafAsR, 2FAE Al Bk, 1750 fork KB, LRHIEE., BREIERILX Retrieval-
Augmented Generation for Knowledge-Intensive NLP Tasks. LangChain X#4. Hugging Face
Leaderboard. Ollama #1 LM Studio TE&,

Mis: TEABTH https://github.com/example/local-rag, FiitiEiE 20min, £ 1he



