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TEHAEMLE (Equivariant Graph Neural Networks, EGNN) SEERED FEER. EARKRTENMERZE
TUH TR, XLEMFHRAER 3D TEIEIE, MEREHZME (GNN) FEX AT RINGEEN TS
T, SBERETELAEAERYIERANNMETE. SEUEENEZHHSMERANLATRM—HER,
XM RIBER T RERZ R DAY —5E, 515 EGNN EflS FREEREHREMI R &,
RE EGNN EieERMLH, BEEEREEKE LHNHERIFIEENE. ROREEESEHRES. FTEHMNHE
B, XEPRNTESRERE T SABKEIRIEM. 7 GPU £, PyTorch Geometric 3t DGL H4ESR
BRMTENEO, BRKETRNAHERK, LiE7HFIA CUDA ZOMHEEN,. AXEERITBEXS
1488 CUDA Wt%, SKIL 10 UL ERIINE, MMfE EGNN @R F NS FENEFSERTR.
M ET GNN HWEFEMATF, BB CUDA AZALITHRIEE, ROKI. BRMUUKRTRIE, 1%
EFE& GNN Eifi. CUDA FRRELWMEMAEKIIR, BEXFRAREL, HITSBRNEEECETHENK
AR IELM,

1 2. ETEMEMLEEM

£ GNN Wiz ETREIREFHNEEH. TRFHE (h_i\in \mathbb{R}"d ) fERIrE1H, WEEARE;
BmAE (x_{ij} = x_j - x_i\in \mathbb{R}"3) fFAME}7, MELRTIEMitE. STESEERBIRERN
RAEFXMAL M, EHRERANFEHEE (m_{ij} = \phith_i, h_j, [x_{ii}, x_{iiD ), &E&F (\phi) BEFZ
MLP, EERHTEMRESD. ME, DRIFEEHRA (h_i’ = \psi\left(h_i,\sum_j m_{ijN\right) ), %#x5
B (x_i" = x_i +\sum_j f(x_{ij}, m_{ij}) Jo XMI&ITHEFRT SE(3) FZM, EIxTNIAITIERIIMN —K.
BRI EGNN REZ{E NequlP # Allegro BEX—HESR, EBIHERARERE/L T, BARERITE
MIEMEFRI (RBF), ATRELEEMEABHERN. HAZETHRITE, SERNMIETENREEE,

=B WEHRE, BMET = ID scatter Kill. RERYTEH, BHSREA—UARARAE, XLREFIRELEE
iR ERFIARIR RS, SIMD FIARE, N AM™E, FILERERMELUMK. BEX CUDA Riz@diaH
THRERS, EEEEFXLERM,

2 3. CUDA Rt%igit/RIE

CUDA R, ZRERMMZZHEXREE, W TEIHE, BHTRFTFTRHT, BRCERAURNEF
coalescing: &1 warp EELDTIR, BEETRIAE. EEIERA Edgelist il NodeOffset &Y
#¥, 5 CSR-like HEiRT, FMENMSEER. HERNFRTFEED [FEMLZEE, HL global
memory BB BEE.
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3 4. #%id CUDA Ft%sein 2

MEERHES L EEEF. NFIHAET coalesced MBMLIBREFLIM 2-3 BIMNE,; HEHITHA
warp-level [RiEYN __shfl_sync, &7 1.5 F¥E; NZABBITHFBTIR (RERTRDH) &#E1.2
& ARRERFHEE. BREMER—P T, % 3 HFUEEE; F45E FP16 454 Tensor Core 7£ A100 £
A 4 fEE, XERBEENWESEINEEIRE, MERZESAH TIEM GPU HiR,

3 4. #zi0» CUDA LI

A ERE St EUEEH VA RBF, XEFLREMRARIM. UTEZO0AAEEI:

__global__ void compute_rbf_kernel(
const float* __restrict__ coords, // TEMtR [N, 3]
const int* __restrict__ edge_src, // JB¥= ID [E]
_ edge_dst, // BAFTIR ID [E]
_ distances, // WHIES (E]
float* __restrict__ rbf, // RBF #&A [E, K]

const int* __restrict_

float* __restrict_

int E, float cutoff, const float* centers, const float* widths) {

int eid = blockIdx.x * blockDim.x + threadIdx.x;

if (eid == E) return;

int i = edge_src(eid], j = edge_dst[eid];

float3 xi = reinterpret_cast<const float3*>(coords) [i];
float3 xj = reinterpret_cast<const float3*>(coords)[j];
floatd xij = xj - xi;

float dist = length(xij);

distances[eid] = dist;

// Gaussian RBF: exp(-0.5 * ((r - c)/w)"2)
float* rbf_e = rbf + eid * K; // K /7 RBF @&
for (int k = 0; k < K; ++k) {
float r = fmaxf(dist, 1e-6f); // BEFRRE
float arg = (r - centers[k]) / widths[k];

rbf_e[k] = __expf(-0.5f * arg * arg) * (r < cutoff);

}

XEREENMELE—%E, FH float3 mEWALIRMNE, TEMKER, __restrict__ RT4mIFE
TR, hHFEREHR. RBF XRASHIZ, Tl cutoff HIZITEITERN, length() WEMRIE sqrt i
B, __expf() BIREBEIEEIEL. BT blockDim.x=256, MRBEERAELE, EMTEHT. XBHLR
coalesced ifia) edge_src/dst, UK float3 #Y SIMD T8, RE/ESH.
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3 4.t CUDA R#ZEI

(¢}

ETREFTHEBEERZ, XEITEZD. ERNERIFEESMNREEHZAL, FA warp shuffle EIMS
MRS, BEERF Add BWFFI1K.

__global__ void equivariant_mp_kernel(

}

const float* h_src, const float* h_dst, // T=4HE [N, D]
const float* rbf, // [E, K]

const float3* xij, // AMEE [E]

const float* dists, // [E]

float* msg_scalar, float3* msg_vector, // HHIEE [E]

int E, int D, int K, float cutoff,

/] MLP #XE: #523k Ws [Dh, Do), MZ3k wv [Dh, 3]

const float* Ws_scalar, const float* Ws_vector) {

int eid = blockIdx.x * blockDim.x + threadIdx.x;

if (eid == E) return;

/] INEEN: coalesced h_src, SBUIE rbf

int i = edge_src[eid], j = edge_dst[eid]; // fRIR2/S edge_src/dst
float h_i[D/4]; // RAZEHMNE (&)

/] ... EEME h_i, h_j, rbf_e

/] FZT MLP: IRERR
float scalar_in[IN]; // ¥f#% h_i, h_j, rbf

matmul(scalar_in, Ws_scalar, msg_scalar(eid]); // {8 matmul

/] MEREF: BH 3 MIERW, EERZE

float vector_coeffs[3];

matmul_vector(scalar_in, Ws_vector, vector_coeffs);

msg_vector[eid] = make_float3(
vector_coeffs[0] * xij[eid].x / dists[eid],
vector_coeffs[1] * xij[eid].y / dists[eid],
vector_coeffs[2] * xij[eid].z / dists[eid]

) * (dists[eid] < cutoff);

LEARZE MR EES. 8 MLP REHHERE, REARE; mE MLP Bl 3 MR, R’ (
x_{ijH/|x_{ii}| ) BEREZ M. matmul BEFEFE WMMA L (Ampere+), Warp shuffle IRFHE
rof FE&, (BIbANAIRII TS, HH msg_scalar #1 msg_vector HERTEEEE,
RESEHMXARESILI, BEdiE tensor, BT segment reduce BT RO HEKRM, SIFEFHAR (x_7
= x_i + \sum_j \alpha_{ij} \cdot \hat{x}{ij} ), H (\alpha{ij}) KEMEHEEEK,

TEEREAZBU LS BE—:

7T
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3 4. #%i CUDA %S 4

template <typename T=>

__global__ void fused_egnn_layer(

const T* h_in, T*% h_out, float3* x_in, float3* x_out,
const int* row_ptr, const int#* col_idx, // CSR &=
int N, int E, int D, /*... Eth&#Hx/) {

extern __shared__ float shmem[]; // EhAHZERE

int node = blockIdx.x;
int first_edge = row_ptr[node];

int num_edges = row_ptr[node+l] - first_edge;

/] Phase 1: MET=IURIIHRERZF
float3 x_node = x_in[node];
// I0& h_in[node]Z®) shmem

/] Phase 2: HFHTIHEEE (intra-block)
for (int off = threadIdx.x; off < num_edges; off += blockDim.x) {
int eid = first_edge + off;
int j = col_idx[eid];
/] & rbf, JHE m_scalar, m_vector ¥t
shmem[off] = m_scalar; // IGKR7Z6E
1
__syncthreads();

// Phase 3: Warp reduce 3K

float sum_scalar = warpReduceSum(shmem + threadIdx.x % 32);

// Phase 4: B3
h_out[node] = psi(h_in[node], sum_scalar); // psi NEE + &M%

x_out [node] = x_node + sum_vector;

A E W LAY =4 block, 84 block *BEZTRFABEANL. HERNELFHE, warpReduce A
__shfl_sync_down I O(log warp) V1349, #EHRLF/HEF. CSR B row_ptr HRELIANISHRE, TxE
coalescing. #iR%Z#F FP16/FP32, S shmem K/INERFFHRE, LIZITER launch T £E forward,
JHB& PyTorch %k kernel BYFF 8,



4 5. BRKMSIRELE 5

4 5. BRMHKSIIERE

Zm%%6 GPU (MIG) A2 X A100, Z#EFH %%, %E EGNN A streams 71T, BiE capture 73
CUDA Graph, /) launch overhead & 50%. EhSEEEAZA cutoff mask I8, TEFWEINTIR;
adaptive sparsity EFEEEERTMIA, shiSEE E.

A& #i Nsight Compute, %7F occupancy (B#fx >50%). W7FE throughput (>70% I&{&) #
warp efficiency (>90%). EREHEELZERTE bank conflict (B padding 377). HFESEH (B
-maxrregcount [R#) #1 FP16 #EFRRE (BEHEK) . MEWIEES Hopper A WMMA A13&E MLP: warp £
16x16 FEER, HFHMFA,

5 6. SRISEENR

SCIO(ER QMO /Ny FEUESE. MD17 3 Foh1F3TEF PCOQMAM KIEE, EL&E8HE PyTorch Geometric
B EquivariantLayer. DGL #1 E3NN . B3 A100 80GB, batch_size=1024,

HREMIRE R, "X CUDA RiZEERMIX 1.8e9 edges/s, iHZEliF QMO #IE{X 1.2ms/batch, RERE
4GB, ™ PyG #1 DGL %39 16ms/8GB #1 22ms/10GB, MFERFREEH coalescing, BN HHIAN
7F-bound ¥ compute-bound,

EMMEIRIER, 5 PyTorch FP32 B L2 iRE <1e-5, HEIGRAEETN MAE 24& 0.5%, ARTERIE,
E4L, %G6PURNVLInk 7FE, &4 &, TensorRT £EEBLLER <0.5ms,

6 7. HILSARKIIE

ABEIFRERNZ. HERFH warp [RiE, EMTEHELHFZ GNN, #5h 3D 7 F&EIMNNE 10 &, &AF
AlphaFold &8, FBRETF SE(3), RFHEZ#F SO(3) EMikE. INT8 E/H Transformer B, FiR
AR 0 GitHub, WIBZTHER,

MR A RRETEARE, BIFAREFELIEA, C A CMake R, D FIBE .



